ORDER STRUCTURE OF P-POINT ULTRAFILTERS AND
THEIR RELATIVES
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ABSTRACT. We survey some recent results about the order structure of vari-
ous kinds of ultrafilters. More precisely, we study Rudin-Keisler and Tukey re-
ducibility in classes of selective, stable ordered-union, and P-point ultrafilters.
Although these reductions are fundamentally different, there are connections
between them. On the other hand, even though the classes of ultrafilters we
consider are similar, there are significant differences in their order structure,
as will be seen in the survey.

1. INTRODUCTION

The purpose of this survey is to present some recent results about the order
structure of certain classes of ultrafilters on w. For all undefined notions we refer
the reader to Section 2. The term order structure in this paper is reserved almost
exclusively for Rudin-Keisler and Tukey reducibility of ultrafilters. Note that these
orders are defined in a completely different manner. The Rudin-Keisler order is
defined in terms of the existence of a function from w to w, while the Tukey order
is defined in terms of the existence of a function from the powerset of w to the
powerset of w. Another significant difference, that will be discussed in the paper, is
the fact that ZFC proves that there are two Rudin-Keisler incomparable ultrafilters,
whereas it is not known whether ZFC proves that there are two Tukey incomparable
ultrafilters. All the classes of ultrafilters we will consider in the paper are actually
consistent counterexamples to the latter question, known as the Isbell’s problem.
Thus ZFC proves that neither of these ultrafilters exists. Note also that [18] is an
excellent survey about Tukey types of ultrafilters on a countable set.

One class of ultrafilters we will mention, in Section 5, is the class of P-point
ultrafilters. There are many equivalent definitions of a P-point ultrafilter, but in
essence these are ultrafilters which are very close to being countably closed. This
is the key property which makes them the most natural counterexample to Isbell’s
problem. Another class we will be looking into, in Section 3, is the class of selective
ultrafilters. These are P-point ultrafilters with additional properties. One way
to describe them is as minimal ultrafilters in the Rudin-Keisler ordering. The
other way to describe them is as those ultrafilters which contain witnesses to all
the instances of the infinite Ramsey’s theorem for pairs. There are many other
equivalent definitions of selective ultrafilters, as well.
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The third class of ultrafilters we consider, in Section 4, is the class of stable
ordered-union ultrafilters. These ultrafilters arise naturally from the Milliken-
Taylor’s theorem, in a similar manner as selective ultrafilters come from Ramsey’s
theorem. There is a formal way to explain this, which we will cover in the paper.

Finally, in the last section (Section 6), we comment on weakenings of P-points.
One weakening with respect to the Tukey reducibility, and the other weakening
with respect to being generic over a certain partial order. Section 2 contains all
the neccessary definitions and preliminary lemmas, as well as most of the needed
notation. Note however, that at some places in the paper, where it seemed more
natural, notions were defined as they apear in the text.

2. PRELIMINARIES

The notation is mostly standard, so C denotes the subset relation, while A C B
means that A C B and A # B. Similarly, A C* B means that A\ B is a finite
set. For a set X, the powerset of X is P(X). Cardinality of a set A is denoted
by |A|, and w = {0,1,2,...} is the first infinite cardinal. If A is a set and & is
a cardinal, then [A]" = {X CA:|X|=k} and [A]~" = {X CA:|X|<k}. I
f is a function and X C dom(f), then f”X = {f(x): 2z € X} denotes the direct
image of the set X under the map f. On the other hand, when Y C ran(f), then
YY) ={z: f(x) € Y} denotes the inverse image of the set Y under the map f.
For sets A and B, the set of all functions from A to B is denoted B#. For two
sequences a € X and b € Y7, their concatenation is denoted a™b.

Definition 2.1. For a set X, we say that & C P(X) is an ultrafilter on X if:
(1) X el,
(2) anbeU for any a,b €U,
(3) b € U whenever there is a € U such that a C b,
(4) for each a C X, either a € U or X \ a € U.

Recall that an ultrafilter ¢ on a set X is principal if there is z € X such that
U ={aC X :z€a}. Otherwise, we say that U is non-principal. All ultrafilters
are assumed to be non-principal unless otherwise stated. The one exception to this
rule will be 5X. By definition, X contains all ultrafilters on X, including the
principal ones. The remainder, which consists of the non-principal ultrafilters, is
denoted X \ X.

In the case of w, the space of all ultrafilters on w is denoted Sw, while the space of
non-principal ultrafilters on w is denoted w* = fw \ w. There is a natural topology
on Bw which makes it a compact Hausdorff space homeomorphic with the Stone-
Cech compactification of w as a discrete space. Namely, basic open sets are of the
form A* = {U € pw: Ae U} for A C w. More details can be found in [64], for
example. Now we define central objects of our study, P-points and two kinds of
orders on ultrafilters.

Definition 2.2. Let & be a non-principal ultrafilter on w. We say that U is a
P-point ultrafilter if for every collection {a, : n < w} C U there is an a € U such
that a C* a,, for every n < w.

There are several equivalent definitions of being a P-point. One is that I/ is a
P-point if and only if for any function f :w — w there is a set a € U such that f is
either constant or finite-to-one on a. The other is immediate from the definition,
an ultrafilter & on w is a P-point if and only if the intersection of any countably
many neighborhoods of U in Sw contains a neighborhood of U.

Next, we move to the Rudin-Keisler reducibility. Recall that if X is a nonempty
set, then F C P(X) is a filter on X if it satisfies conditions (1-3) of Definition 2.1.
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Definition 2.3. Let X and Y be non-empty sets, F a filter on X, and G a filter on
Y. We say that F is Rudin-Keisler reducible to G if there is a function f:Y — X
such that for every a C X:

acF& fa)eg.
In this case, we also say that F is Rudin-Keisler below G and write F <gg G.

Remark 2.4. Note that if i/ and V are ultrafilters on w and f : w — w is such that
f"a € U for each a € V, then [ already witnesses that & <grg V. Note also that if
U is a P-point and V is an ultrafilter such that V <gg U, then V is a P-point.

Let (D,<p) be a partially ordered set. We say that D is directed if for every
x and y in D there is z in D such that * <p z and y <p 2. To compare the
complexity of directed sets one typically uses the notion of a Tukey map. Recall
that for directed sets D and E, a map f : D — E is a Tukey map if for every
unbounded set X C D the set f”X is unbounded in E. Equivalently, the preimage
under f of every bounded set in F, is bounded in D. When there is a Tukey map
from D to F, we say that D is Tukey reducible to E and write D <7 E. It is well
known that there is a Tukey map f : D — F if and only if there is a convergent
map g : E — D, i.e. the image under g of every cofinal subset of F is cofinal in D.

Note that any ultrafilter & on w can be viewed as a directed set, as (U, D) ordered
by D relation. In the case of ultrafilters, Tukey reducibility has a simpler form. If
U and V are ultrafilters, then U <7 V if and only if there is a map ¢ : V — U
which is monotone and cofinal in /. Recall that for two families of sets X' and ),
amap ¢ : X = Y is said to be monotone if ¢p(a) C ¢(b) whenever a,b € X and
a C b, while we say that ¢ is cofinal in Y if for every b € Y there is a € X such
that ¢(a) C b.

Further, we denote FIN = [w]<¥ \ {0}. If X is a linear order, then X (¢) denotes
the ith element of X for ¢ < |X|. It will always be clear which ordering we use.
For example if X is a subset of w, then X (4) is the ith element of the order (X, <)
inherited from (w, <). For functions f, g € w* we define a relation

f <* g if and only if (Im < w)(Vn >m)[f(n) < g(n)].
We say that a set F' C w® is unbounded if there is no function g € w* such that
(Vf € F)[f <*g], ie. if F is an unbounded subset of (w*,<*). A collection
F C [w]” is said to have the finite intersection property (FIP) if (] A is infinite for

every finite A C F'. Now we define some of the cardinal invariants of the continuum.
The first one is the pseudointersection number:

p=min{|F|: F C [w]” A F has the FIP A = (3b € [w]*) (Va € F)[b C* a]}.
The second one is the bounding number:
b = min {|F|: F is an unbounded subset of (w“,<*)}.
The third one is the dominating number:
d=min{|F|: FCuw” AN (Vgew*)3feF)[g<fl},

i.e. 0 is the minimal size of a dominating family of functions in w?.

To formulate results in the rest of the paper, we will often need certain set
theoretic assumptions. Before we state them, recall a couple of notions. The
cardinality of the continuum is ¢ = 280, A poset P is ccc if there is no uncountable
collection of pairwise incompatible conditions in P. A poset P is o-centered if it
can be written as the countable union P = (J,_,, P, of centered subsets, where
X C Pis centered if any finitely many members of X have a lower bound in P. The
assumptions we will be using are:

CHZ ZNO = Nl-
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MA: For every ccc partial order P, every a < ¢, and every collection {D; : i < a}
of sets dense in P, there is a filter G C P such that G N D; # ( for every i < a.

MA (o—centered): For every o-centered poset P, every a < ¢, and every collection
{D; :i < a} of sets dense in P, there is a filter G C P such that G N D; # § for
every i < Q.

Remark 2.5. Note that MA (o — centered) is equivalent to p = ¢ and that
CH = MA = MA(o — centered).

Note also that MA, is the statement that for every ccc partial order P, and
every collection {D; : i < a} of sets dense in PP, there is a filter G C P such that
G N D; # B for every i < a. Then MA simply says that MA,, holds for each o < .

3. SELECTIVE ULTRAFILTERS

Ramsey’s theorem for pairs states that if ¢ : [w]2 — 2 is any coloring, then there
exists H € [w]™ such that c is constant on [H]?. One of the easiest ways to prove
this statement is using an arbitrary ultrafilter & on w. We will recall this well-
known argument as a motivation for the definition of a selective ultrafilter. For
each m € w, there exists iy, € 2 such that K,,, = {n > m : c({m,n}) =i} € U.
And there exists ¢ € 2 such that K = {m € w : i,, =i} € U. If {ng,...,n} C K,

then we may choose n;11 € KN (ﬂj<lKnj). Proceeding in this way, we construct

H = {n; :j € w} C K with the property that c is constantly i on [H]2 The reader
will notice that even though the sets K and K, belong to U, there is no guarantee
that H will belong to ¢. This consideration leads to the following definition.

Definition 3.1. An ultrafilter ¢/ on w is said to be selective if for every ¢ : [w]?

there exists H € U such that ¢ is constant on [H]>.

— 2,

Thus selective ultrafilters contain a witness to each instance of Ramsey’s theorem
for pairs. This turns out to be a very robust concept with a plethora of equivalent
characterizations. We need to introduce a few definitions in order to state these
equivalences.

Definition 3.2. A function f :w — w is canonical on a subset A C w if f is either
constant or one-to-one on A.

A simple consequence of Ramsey’s theorem for pairs is that every f : w — w
is canonical on some infinite A C w. In the realm of ultrafilters, this consequence
turns out to be strong enough to recover the general form of Ramsey’s theorem for
all finite dimensions and for any finite number of colors. The theorem that every
f : w — w is canonical on some infinite A C w can be naturally broken into two
parts: every g : w — w is either constant or finite-to-one on some infinite B C w;
and every finite-to-one h : w — w is one-to-one on some infinite C' C w. The first
part leads to the definition of a P-point. The second part leads to the following.

Definition 3.3. An ultrafilter i on w is called a @Q-point if for every finite-to-one
function f : w — w, there exists A € U such that f is one-to-one on A.

Every Q-point is rapid (see Definition 5.16), but there may be rapid ultrafilters
which are not Q-points. The following theorem is the result of combining the work
of several people including Choquet, Kunen, and Silver. A proof can be found in
Bartoszyniski and Judah [1] or Todorcevic [62].

Theorem 3.4. The following are equivalent for any ultrafilter U on w:
(1) U is selective;
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(2) for each 1 < n,k < w and c: [w]" — k, there is an A € U such that c is
constant on [A]";

(8) for every function f :w — w, there exists A € U such that f is canonical
on A;

(4) whenever X C [w]™° is analytic, there exists A € U such that either [A]
X or [ANX =0;

(5) U is both a P-point and a Q-point.

NOC

The partition property in item (4) can be further strengthened in the presence
of large cardinals to include all subsets of [w]NO in L(R). This leads to the notion
of a generic ultrafilter over a model. ([w]”, C*) is a countably closed forcing, and
hence it does not add any reals. If U C [w]” is a generic filter for this forcing over
some model V, then U is a selective ultrafilter in V [{]. A remarkable theorem
of Todorcevic (see [17] and [28]) says that in the presence of large cardinals, every
selective ultrafilter is generic over the inner model L(R).

Theorem 3.5 (Todorcevic). Assume that there is a supercompact cardinal. U is a
selective ultrafilter on w if and only if U is a generic filter for the forcing ([w], C*)
over L(R).

In an earlier work, Blass [7] had obtained the same conclusion for the model
HOD(R) inside a variant of the Lévy—Solovay model.

Theorem 3.6 (Corollary 11.2 of Blass [7]). Let k be a Mahlo cardinal in 'V and
let H be a generic filter for Col(w, < k) over V. Then, in V [H], U is a selective
ultrafilter on w if and only if U is a generic filter for the the forcing (Jw]”,C*) over

HOD(R)V!#.

Selective ultrafilters also have a useful characterization in terms of games. This
characterization was independently discovered by Galvin and McKenzie, although
neither one of them seems to have published the result. A proof can be found in
Chapter VI §5 of Shelah [57].

Definition 3.7. Let U be an ultrafilter on w. The selectivity game on U, denoted
0%l (1), is a two player perfect information game in which Players I and II alter-
natively choose A; and n; respectively, where A; € U and n; € A;. Together they
construct the sequence

A07n07A17n17"'7

where each A; € U has been played by Player I and n; € A; has been chosen by
Player II in response. Player II wins if and only if {n; : i <w} € U.

Theorem 3.8 (Galvin; McKenzie). An ultrafilter U on w is selective if and only if
Player I does not have a winning strategy in 05 (U).

A standard diagonalization argument like the one given by Rudin in [56] shows
that CH implies the existence of 2¢ selective ultrafilters. Note that this is the
maximum possible number of ultrafilters on a countable set. In fact, a much weaker
hypothesis than CH is sufficient to obtain an even stronger conclusion.

Definition 3.9. Let K be a class of ultrafilters on a countable set X. We say that
ultrafilters from K exist generically if every filter base on X of size less than 2%
can be extended to an ultrafilter belonging to .

The earliest result regarding the generic existence of some special class of ultra-
filters seems to be Ketonen’s theorem that P-points exist generically if and only if
0 = ¢. Canjar [15] introduced the general concept of generic existence for classes of
ultrafilters and proved the following.
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Theorem 3.10 (Canjar [15]). Selective ultrafilters exist generically if and only if
cov(M) =c.

Therefore, it is strictly more difficult to arrange for the generic existence of
selective ultrafilters than for the generic existence of P-points. Brendle [13] provided
characterizations in terms of cardinal invariants for the generic existence of many
special classes of ultrafilters. cov(M) = ¢ is a fairly mild hypothesis which holds in
many models of set theory, for example it is a consequence of MA. Nevertheless,
selective ultrafilters may fail to exist.

Theorem 3.11 (Kunen [38, 37]). There are no selective ultrafilters when Ry random
reals are added to any model of ZFC + CH.

We will see in Section 5 that even P-points may fail to exist. Miller [43] showed
that there are no Q-points in the Laver model. In the Miller model [44], there are
P-points, but no Q-points, while Q-points exist in Shelah’s model with no P-points
(see [57]). Thus the two conditions in item (5) of Theorem 3.4 are quite independent
of each other. Actually, P-points and Q-points have opposing existence conditions.
For example, there is a Q-point if 0 = Ny, while 0 = ¢ implies the existence of
P-points. This immediately leads to the following conclusion: if ¢ < Ny, then there
is either a P-point or a Q-point. It is a long-standing open question whether this
is always the case.

Question 3.12. Is it consistent that there are no P-points and no Q-points?

An immediate consequence of item (3) of Theorem 3.4 is that if V is selective
and U <gg V, then U =rx V. Thus selective ultrafilters are RK-minimal among
all ultrafilters, and it is not hard to see that every RK-minimal ultrafilter must be
selective. It turns out that selective ultrafilters are Tukey minimal as well. This
was proved by Raghavan and Todorcevic [51]. They were able to characterize all
ultrafilters on w that are Tukey below a selective. In fact, [51] contains a charac-
terization of all ultrafilters on w that are Tukey below a given basically generated
ultrafilter. The basically generated ultrafilters constitute a much larger class than
the selectives (see Definition 6.2 for the notion of a basically generated ultrafil-
ter). We will end this section by showing that the result for selective ultrafilters
found in [51] follows from the more general characterization for basically generated
ultrafilters, also found in [51], via standard arguments.

Definition 3.13. For ACwxwandm e w, Aim|={ncw: (m,n) € A}. Let U
and (U, : m € w) be ultrafilters on w. Define

®uUm:{A§wxw:{me:A[m]eZ/lm}EZ/l}.
It is easily seen that @), U, is an ultrafilter on w x w.

Definition 3.14. For U € fw \ w, define C, s by induction on o < wy as follows.
Let Coyy ={V € fw:V =gk U}. For a > 0, let

Cou = {V €Pw:IF(Vp:necw)e (UKQC&M)M [V =RK ®L{V"} } )
Lemma 3.15. Let U be a selective ultrafilter on w. IfV € Coyu and W <gg V,
where W is an ultrafilter on w, then W € C¢ yy, for some § < a.

Proof. Induct on . When « = 0, this follows from the RK-minimality of selec-
tive ultrafilters. Suppose a@ > 0, V € Cou, (Vn:n €w) € (U£<a657u)w, and
W <gk V =rx @y Vn- Let g:w xw — w be a map witnessing W <px &/ Vn-
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For m € w, let g,, : w — w be the map given by g,,(n) = g({m,n)), for all n € w.
Write A = {m € w: 3C,,, € V,, [gmm, is constant on Cy,]} and

B={mecw:3mn <aIW,, €C VD € VgD € Wp]}.

The induction hypothesis implies that w = AU B. If A € U, then for each m € A,
let l,, € w be so that g/ Cp, = {l;n}. Now the map m > [,,, which is defined on
A, witnesses W <px U, whence W € Cpyy. Hence we may assume that B € U. If
there exists m € B so that VD € V,,, [g/,, D € W], then W = W,, € C., u, where
Cm < a. So we may assume that for every m € B, there exists D,, € V,, so
that ¢!/ D,, ¢ W. For convenience, put W, = U € Coy, for all m ¢ B. Define
c:[B> = 2 by

0 if3En, € [Dn]™ NV [gl D N g B = 0]
elm, n}) = {1 el |

otherwise.

By selectivity, there exists F € U N [B]™ so that ¢ is constant on [F]>. This
constant value cannot be 1. For otherwise, letting m = min(F') and noting that
g w\ g Dp) € @i, find n € F\ {m} and E € [D,]"° NV, such that
9" ({n} x E) C w\ ¢/ D,,, giving a contradiction to ¢({m,n}) = 1. Therefore ¢
is constantly 0 on [F]*. Define, for n € F, G,, = D, N (NmeranEmn) € Va.
Note that ¢//G,, € W, and that ¢//G,, Ng/,G,, =0, for all m € F Nn. Therefore,
H =U,cr{n} x 9,Grn) € @, Wy and the map ¢ : H — w given by q((n,1)) =1
is one-to-one on H. Further, if I € U N[F]™° and .J,, € W, N [g//Gn]™°, for n € I,
then K = U,c;({n} x 9" () € @y Var and ¢ (U,.c;({n} x Jn)) = UperJn =
g"K € W. Therefore, ¢ witnesses that W =rx &, Wy, whence W € C¢ 4, where
& =sup{¢n +1:m € B}. Since £ < a, the induction is complete. =

Definition 3.16. Suppose U is an ultrafilter and P C FIN. P is said to U-large if
for each A €U, [A]""° NP #0. For s € FIN, s~ = s\ {min(s)}. For n € w, P, =
{s~:se€ PAmin(s) =n}. For s,t € [w]<"°, s C ¢ means that s is a non-empty
initial segment of t — in other words, s # () and s C ¢ and Vm € s¥n € t\ s[m < n].
For t € [w]<"°, define IS(t) = {s € FIN : s T t}. Observe that IS(0) = 0. Let
Q(P) = {t € [w]“™ : IS(t)N P = §}. Observe that § € Q(P). For s € Q(P), we say
rkp(s) <0if{n € w:s CnAsU{n} ¢ Q(P)} € U. When o > 0, we say rkp(s) < o
ifrkp(s) <O0or{n€ew:sCnAsU{n} € QP)AIE <altkp(sU{n}) <&,]} €
U. Observe that if @ < f and rkp(s) < a, then rkp(s) < 8. If there exists a such
that tkp(s) < «, then rkp(s) = min{a : rkp(s) < a}, and rkp(s) = oo otherwise.

Lemma 3.17. Suppose U is selective and P C FIN is U-large. Then tkp (D) < oo.

Proof. Suppose rkp(f)) = co. Note that for any s € Q(P), if rkp(s) = oo, then
Bs={ncw:sCnAsU{n}eQ(P)Arkp(sU{n}) =00} € U. Therefore, it is
possible to define a strategy 3 for Player I in 0% ({{) which has the property that
whenever ((A;,n;) : i < w) is a run of 0% (U) where Player I has followed ¥, then
s € Q(P) and rkp(s) = oo, for every s € [{n; : i < w}]~"°. Since ¥ is not a winning
strategy, there is such a run of ©%* (i) for which {n; : i < w} € U. However, since
P is U-large, there exists s € [{n; : i <w}]™"° such that s € P, which contradicts
s € Q(P). 4
Lemma 3.18. Suppose U is selective, P C FIN is U-large, and rkp(0) # 0. Then
{new: P, CFINAP, isU-large} € U.

Proof. Since tkp(§)) €0, B={n € w: {n} € Q(P)} € U. Observe that P, C FIN,
for every n € B. Assume for a contradiction that C = {n € B : P, is not U-large} €
U, and for each n € C, choose A, € U such that [An]<N° N P, = 0. Since U is
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selective, there exists D € U so that D C C' and Vn,m € D[m <n = n € A,,].
Choose s € [D]"™° N P and write n = min(s). Then n € C and s~ € [A,]~"°,
whence s~ ¢ P,,. However, this contradicts s € P. B

Lemma 3.19. Suppose U is selective, P C FIN is U-large, n € w, P, C FIN, and
P, is U-large. For any s € Q(P,) with sN(n+1) =0, tkp, (s) <rtkp({n}Us).

Proof. First observe that {n} ¢ P because P, C FIN, and so {n} Us € Q(P)
because s € Q(P,) and sN (n + 1) = @). There is nothing to prove when rkp({n} U
s) = oo0. So we assume that rkp({n} Us) < oo and we induct on it. Suppose
tkp({n}Us) = 0. Find A € U so that for every I € A, {n}Us Cland {n}UsU{l} ¢
Q(P). Then for every l € A, s Cl and sU{l} ¢ Q(P,), whence rkp, (s) < 0. Now
suppose tkp({n} Us) = a > 0. Since tkp({n} Us) £ 0, let A € U be so that
for every I € A, {n}Us C I, {n}UsU{l} € Q(P), and there exists & < «
with tkp({n} UsU{l}) < &. Foreveryl € A, s CI, (sU{{})Nn(n+1) =0,
and s U {l} € Q(P,). Thus the induction hypothesis applies and implies that
tkp (sU{l}) < tkp({n}UsU{l}) < &. Therefore, A witnesses that rkp_ (s) < . -

Definition 3.20. Let U be an ultrafilter on w and let P C FIN. Define U(P) =
{Rg P:3Acu [Pm (4] ¢ RH.

Lemma 3.21. Suppose U is selective and P C FIN is U-large. Assume that Vt, s €
Pt Cs = t=s|. Then U(P) is an ultrafilter on P and there exist £ < wy and
V € Cey such that U(P) =rk V.

Proof. By Lemma 3.17, tkp(0) < co. Let o = rkp(()). It is clear from the definition
of rkp that o < w;. We show by induction on « that there exist £ < ovand V € C¢ iy
such that U(P) =rx V.

Assume tkp(s) = 0. Find A € U so that for each n € A, {n} ¢ Q(P), which
means that {n} € P. By shrinking A if necessary, find a bijection f : w — P
such that for each n € A, f(n) = {n}. Suppose R C P with f~1(R) € U. Let
B = AnfY(R) € U. Suppose s € [B]"° N P and let n = min(s) € B. So
{n} = f(n) € R C P. Since s € P and {n} C s, s = {n} € R. Therefore,
[B]"™ N P C R, whence R € U(P). Conversely, assume that R € U(P), and find
B €U with [B]" NP CRCP. Let C = ANB eU. Foreach n € C, f(n) =
{n} € [B|"™ NP C R, whence C C f~1(R), whence f~!(R) € U. Therefore,
UP)={RC P: fY(R) €U}, which shows that U(P) is an ultrafilter on P and
that U(P) =rx U as f is a bijection. As U € Cyyy, this is as needed.

Proceeding by induction, assume that rkp(#) = o > 0. Let A € U be so that
for each n € A, {n} € Q(P) and there exists &, < a such that tkp({n}) < &,.
Since tkp(f) # 0, Lemma 3.18 applies and implies there exist B € U such that
B C A and for each n € B, P, C FIN and P, is U-large. Since ) € Q(P,) and
dN(n+1) =0, Lemma 3.19 applies and implies that rtkp, (0) < rkp({n}) < &,
for every n € B. Furthermore, suppose n € B, and t,s € P, are such that ¢t C s.
Find u,v € P with min(u) = n = min(v), t = v, and s = v~. Then u C v,
whence v = v, whence t = u~ = v~ = s. Applying the inductive hypothesis,
U(P,) is an ultrafilter on P, and there are ¢, < &,, V,, € C¢, u, and a bijection
fn : w — P, witnessing that V,, =gx U(P,), for every n € B. By shrinking B
if necessary, find a bijection f : w X w — P such that for every (n,m) € B X w,
f({n,m)) = {n}Uf,(m). For convenience, define V,, = U € Cyy, for every n € w\B.
Suppose R C P with f~'(R) € ®,, V. Find C e UN [B]* and D,, € V,, for every
n € C, such that J,c ({n} x D,,) € f~*(R). For every n € C, find E, € U with
(B, NP, C f'D,. Since U is selective, there exists E € U N [C]"° such that
Vm,n € Elm <n = n € E,,]. Suppose s € [E]~"° N P. Let n = min(s). Then
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s~ € [En)"N N P,, whence s~ = f,(m), for some m € D,. Then f((n,m)) € R.
Therefore, s = {n} Us~ = {n} U fn(m) = f((n,m)) € R. This shows that
[E]"™°NP C R, which means that R € U(P). Conversely, suppose R € U(P) and fix
F € U with [F]|"YNP C RC P. Let G = BNF € U. Foreachn € G, [G]~°NP, €
U(P,), whence H, = f; ! ([G]<N° N Pn> € V. Thus U, co({n} x Hy,) € ®y Vs
and if n € G and m € H,, then f({n,m)) = {n}Uf,(m). Since f,(m) C G C F and
n e F, f({n,m)) € [F]<"° N P C R. This shows that |, .,({n} x H,) C f~'(R),
whence f~!(R) € ®,,Vy. This shows U(P) = {RC P: f~'(R) € ®,V»}, which
means that U (P) is an ultrafilter on P and that &Q),,V,, =rx U(P) as f is a bijection.
Now let & = sup{¢, + 1 : n € B}, pick an arbitrary bijection 7 : w X w — w, and
define W = {I Cw: 7 Y(I) € ®,V»n}. Then W is an ultrafilter on w such that
W =rk QyVn =rKx U(P). Since W € C¢yy and £ < «, this is as needed. -

Theorem 3.22 (Theorem 17 of [51]). Let U be basically generated. Let V be an
arbitrary ultrafilter with V < U. Then there is P C FIN such that:

(1) Vt,s€e P[tCs = t=s];

(2) U(P)=r U;

(3) V <rk U(P).

Corollary 3.23 (Lemma 22 and Theorem 24 of [51]). LetU be a selective ultrafilter.
Suppose V is an ultrafilter on w such that V <p U. ThenV € C¢yy, for some & < wy.

Proof. Selective ultrafilters are basically generated, in fact, they are basic (see [22]).
So apply Theorem 3.22 to find P C FIN satisfying (1)—(3) of that theorem. Note
that if P is not U-large, then U (P) = P(P). Since (U, D) Z#, (P(P), D), P must be
U-large for (2) of Theorem 3.22 to hold. Therefore Lemma 3.21 implies that there
exist & < wy and W € Cy q such that U(P) =rx W. Thus by (3) of Theorem 3.22,
V <gpx U(P) =grx W. Now by Lemma 3.15, V € C¢y, for some { < a < w;. =

The final sentence of Section 5 of [51] pointed out that Theorem 24 of [51] could
be derived as a consequence of Theorem 17 of [51]. However, details of this argument
were not provided there.

4. STABLE ORDERED-UNION ULTRAFILTERS

Graham and Rothschild [31] conjectured that whenever w is partitioned into
finitely many pieces, then one of the pieces contains all distinct sums from some
infinite subset. Hindman [33] proved this conjecture and this result is known as
Hindman’s theorem. In the earlier paper [32], Hindman had established a connec-
tion with certain ultrafilters on w: the Graham and Rothschild Conjecture holds
if and only if there is an ultrafilter on w such that every member of it contains all
non-repeating sums from some infinite subset. In the same paper he also proved
that under the Continuum Hypothesis (CH), the conjecture of Graham and Roth-
schild is equivalent to the existence of an ultrafilter &/ which is an idempotent —
i.e. satisfying & + U = U — in the semigroup (Sw, +), where ultrafilters are thought
of as finitely additive measures and the + operation is given by the convolution
of measures. Not withstanding these equivalences, Hindman managed to find an
elementary, but technical, proof of the Graham and Rothschild Conjecture in [33],
avoiding the use of ultrafilters completely. Nevertheless, it was quickly observed by
Galvin and Glazer (see Baumgartner [2]), that a short proof of Hindman’s theorem
could be given by using a lemma of Ellis [27] about the existence of idempotents
in arbitrary semigroups. Indeed, this is the standard proof of Hindman’s theorem
given in texts on Ramsey theory today (e.g. Todorcevic [63]).



10 KUZELJEVIC AND RAGHAVAN

The various connections with ultrafilters discovered by Hindman in [32] were
soon elaborated and explored by others. In [33] and [34], van Douwen is credited
with the observation that if CH holds, then there is an ultrafilter on w which has
a base consisting of sets made up of all the non-repeating sums from some infinite
subset of w. Such ultrafilters are called strongly summable ultrafilters, and van
Douwen raised the question of whether such ultrafilters exist in ZFC. Blass [6]
introduced ordered-union ultrafilters as a counterpart to van Douwen’s strongly
summable ones for another result of Hindman from [33] about the union operation
on finite subsets of w. We introduce some notation in order to state this theorem.

Definition 4.1. FIN denotes the collection of non-empty finite subsets of w. For
s,t € FIN, write s <p t to mean max(s) < min(t). X C FIN is called a block
sequence if X is non-empty and it is linearly ordered by the relation <y,. The
notation X (7) will be used to denote the ith member of (X, <y), for all i < |X].
For 1 <o <w and A C FIN,

Al{l = {X C A: X is a block sequence and |X| = a};
Al<el — X C A: X is a block sequence and 1 < |X| < a}.

Thus Al®l is the collection of all block sequences of length a from A and Al<? is
the collection of all block sequences of length < a from A. For A C FIN,

A] = {UX:X eAle}.

Thus [A] is the collection of all unions of finite length block sequences from A. Note
A C[A] CFIN.

In [33], Hindman proved that for every 1 < n < w and ¢ : FIN — n, there exists
X e FIN® such that ¢ is constant on [X]. This result can be proved using an
idempotent in the semigroup (yFIN,U), and it is easily seen to imply Hindman’s
theorem about non-repeating sums via the map s — > 2", for s € FIN. For this
reason, Hindman’s result on finite unions is also referred to as Hindman’s theorem.

Definition 4.2. Define Tiingman = {A C FIN : -3X € FIN¥ [[X] C A]}. Hind-

man’s theorem implies that Zyingnan iS @ proper non-principal ideal on FIN.

Suppose H is an ultrafilter on FIN so that H N Zyingman = @. Then, by definition,
for every A € 7, there exists X € FIN®! with [X] C A, and indeed this condition
is equivalent to the condition that H N Zyinanan = 0.

Definition 4.3. Let /FIN = {# € SFIN : Vk € w[{s € FIN : k£ < min(s)} € H]}.
It is clear that vFIN is a closed subset of SFIN and that every H € ~FIN is
non-principal. For G and H in vFIN define

GUH={ACFIN:{seFIN:{tcFIN:s<ptand sUt € A} € H} € G}.

It is not difficult to show that G UH € ~FIN and that (yFIN,U) is a compact
semigroup (see Lemmas 2.13 to 2.16 of [63]). H is said to be an idempotent in
(YFIN,U) if HUH = H.

Suppose H is an idempotent in (yFIN,U) and consider any A € H. Say that
s€ Ais good if {s<pt:sUtc A} e H. AsAc HUH, {s€ A:sisgood} e H.
If s € A is good, then by idempotence, there exists B € H so that for each t € B,
s<pt,sUte A and {t <p u:sUtUu € A} € H, which implies that sUt is good.
So for every good s € A, {s <p t: sUt is good} € H. Now construct X € FIN
by induction as follows. Let X(0) € A be good. Assume that {X(0),...,X(n)}
are given so that every s € [{X(0),...,X(n)}] is good, which means that By =
{X(n) < t:sUtisgood} € H. Choose X(n+1) € (Nsci(x(0),..., x(n)y Bs- Then

5o
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X(n) <p X(n+1) and every s € [{X(0),...,X(n), X(n+1)}] is good, allowing
the induction to proceed. This construction shows that every idempotent H in
(yFIN,U) has the property that YA € H3X e FIN“I [[X] C A]. Ordered-union
ultrafilters satisfy a strengthening of the idempotence condition.

Definition 4.4 (Blass [6]). An ultrafilter H on FIN is called ordered-union if for
every ¢ : FIN — 2 there is X € FIN“! so that [X] € # and ¢ is constant on [X].

Note that an ultrafilter on FIN is ordered-union if and only if it has a filter
base consisting of sets of the form [X] where X € FIN®). So these ultrafilters
contain a witness to each instance of Hindman’s theorem. Ramsey’s theorem and
Hindman’s theorem have a common generalization, the Milliken—Taylor theorem
of [45] and [61]. The Milliken—Taylor theorem says that for any 1 < n,k < w and
¢ : FIN™ — k. there exists X € FINI such that ¢ is constant on [X] .

Definition 4.5 (Blass [6]). An ultrafilter H on FIN is called stable ordered-union
if for every ¢ : FINP! — 2, there exists X € FIN®) such that [X] € H and ¢ is
constant on [X] 21,

So these ultrafilters contain a witness to every instance of the Milliken-Taylor
theorem. Suppose H is ordered-union and consider some A € H. Let X € FIN® be
so that [X] € H and [X] C A. Then for every s € [X]|, Bs ={t € [X]:s<pt} € H
and for each t € By, sUt € A, showing that A € H U H. Thus every ordered-union
ultrafilter is an idempotent in (yFIN, U). Hence, we have the following implications
for an ultrafilter H on FIN.

‘H is stable ordered-union % ‘H is ordered-union %
# is an idempotent in (YFIN, U) 2% VA € H3X € FIN® [[X] C 4].

To see that 2 is not reversible, let {X, : n € w} be members of FIN®! such

that [X,,] N [X;n] = 0, for every m < n < w. For each n, let H,, be an ultrafilter on
FIN with [X,,] € H,, and H,, N Zyingnan = 0. Let U be any non-principal ultrafilter
on w and let H be the ultrafilter {A CFIN: {ncw: AN[X,] € H,} €U}. Tt is
easy to see that H is not an idempotent, but has the property that VA € H3X €
FIN®I[[X] C A]. Unlike idempotents, the min and max projections of an ordered
union ultrafilter are tightly constrained.

Definition 4.6. Let H be an ultrafilter on FIN. Define
Huin = {M Cw:{s € FIN : min(s) € M} € H}
Himax = {M Cw: {s € FIN : max(s) € M} € H}.
Clearly Huyin and Hyax are ultrafilters on w, and the maps min : FIN — w and

max : FIN — w witness that Huyin, Hmax <rx H. Hmin and Hpax are usually
called the min and the maz projections of H.

Theorem 4.7 (Blass [6] and Blass and Hindman [10]). Let H be an ordered-union
ultrafilter on FIN. Then Humin and Hmax are selective ultrafilters on w such that

7'[min %RK Hmax .

11 .
Theorem 4.7 shows that % does not reverse because it is an easy consequence

of Ellis’” Lemma that for every non-principal U € Sw there is an idempotent H in
(vFIN,U) with & = Hpin. It also shows that unlike idempotents, whose existence
is a theorem of ZFC, ordered-union ultrafilters may fail to exist. The question of

1
whether % can be reversed is a long-standing basic open problem in this area.
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Question 4.8. Is every ordered-union ultrafilter stable?

Question 4.8 is attributed to Blass from the 1980s. If the answer to this question
is “no”, then one can further ask whether there is a model of ZFC with ordered-
union ultrafilters, but no stable ones. Blass [6] showed that the stable ordered-union
ultrafilters are the analogues of the selective ultrafilters for FINO particular,
they can be characterized in terms of canonical forms for functions from FIN to w,
and they are generically added by a countably closed forcing notion on FIN,

Definition 4.9. Let X,Y € FIN®. YV is said to refine X if Vi € w[Y (i) € [X]].
We write Y < X to denote this relation. Y is said to almost refine X if V*°i €
w[Y(¢) € [X]]. This relation is denoted by ¥ <* X.

Definition 4.10. A function f : FIN — w is canonical on a subset A C FIN if one
of the following statements hold:

(1) Vs,t € A[f(s) = f(1)];

(2) Vs,t € A[f(s) = f(t) «» min(s) = min(?)};

(3) Vs,t € A[f(s) = f(t) > max(s) = max(t)];

(4) Vs,t e A{f(s) = f(t) <> (min(s) = min(¢) A max(s) = max(t))];

(5) Vs,t € A[f(s) = f(t) < s =1].

Theorem 4.11 (Theorem 4.2 of Blass [6]). The following are equivalent for any
ultrafilter H on FIN:

(1) H is stable ordered-union;

(2) for each 1 <n k <w andc: FINM — &, there is an X € FINY! such that
[X] € H and c is constant on [X]™;

(3) for every function f : FIN — w, there exists X € FIN®! such that [X] €
and f is canonical on [X];

(4) whenever X C FINY! s analytic, there exists X € FINY! such that [X] € H
and either [X] e xor [X] “inx =0;

(5) H is ordered-union and for every sequence (X, : n € w) with the property
that for alln € w, X, € FIN® and [X,,] € H, there exists Y € FINL such
that Vn € w[Y <* X,,] and [Y] € H.

Notice that Theorem 4.11 is almost identical to Theorem 3.4. The main difference
is in item (5). Whereas item (5) of Theorem 3.4 requires the two independent
conditions of being a P-point and a Q-point, item (5) of Theorem 4.11 states a
condition that is deceptively similar to the definition of P-point, although Theorem
4.11 is showing this condition to be the analogue of selectivity for ordered-union
ultrafilters. Of course, in the unlikely event that the answer to Question 4.8 is
“yes”, this condition would be redundant. The partition property given by item
(4) can be strengthened further in the presence of large cardinals to cover all subsets
of FIN®! in L(R). This provides the impetus to consider generic ultrafilters added
by the forcing (FIN, <*). To elaborate, (FIN[“’], <*) is a countably closed forcing
notion, and hence, it does not add any new reals. If G C FIN is a generic filter
over some transitive universe V, then it is easy to see that H = {A C FIN : 3X €
G [[X] C A]} is a stable ordered-union ultrafilter in V[G]. We will say that H is
the wltrafilter added by G if it has this form. Using the same ideas found in [28]
and [62], Todorcevic proved that if there are sufficiently large cardinals, then every
stable ordered-union ultrafilter is added by some generic G over L(R).

Theorem 4.12 (Todorcevic). Assume that there is a supercompact cardinal. H is
a stable ordered-union ultrafilter on FIN if and only if H is added by some generic
filter for the forcing (FIN“!, <*) over L(R).
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In earlier work, Blass had used the arguments from [7] to derive the same con-
clusion for HOD(R) inside a variant of the Lévy—Solovay model.

Theorem 4.13 (Blass). Let k be a Mahlo cardinal in'V and let H be a generic filter
for Col(w, < k) over V. Then, in V [H|, H is a stable ordered-union ultrafilter on
FIN if and only if H is added by some generic filter for the the forcing (FINM7 <)

over HOD(R)V[H].

Just like their selective counterparts, the stable ordered-union ultrafilters have
a useful characterization in terms of two-player games.

Definition 4.14. Let H be any ultrafilter on FIN. The stability game on H,
denoted D5*3*(H), is a two player game in which Players I and II alternatively
choose sets A; and s; respectively, where A; € H and s; € A;. During a run of the
game, they construct the sequence

A0a507A17515"'7

where each A; € H has been played by Player I and s; € A; has been chosen by
Player II in response. Player II wins this run if and only if Vi < j < w[s; <y ;]
and [{s; 11 <w}] € H.

Theorem 4.15 (see Lemma 2.13 of [50]). An ultrafilter H on FIN is stable ordered-
union if and only if Player I does not have a winning strategy in 05t (H).

It turns out that stable ordered-union ultrafilters exist generically under the
same circumstances as selective ultrafilters.

Theorem 4.16 (Eisworth [26]). Stable ordered-union ultrafilters exist generically
if and only if cov(M) = c.

Combining Theorems 3.10 and 4.16 we conclude that the generic existence of
selective ultrafilters is equivalent to the generic existence of stable ordered-union
ultrafilters. This further accentuates the question of whether stable ordered-union
ultrafilters are any harder to construct than selective ultrafilters. Recall that in The-
orem 4.7 Blass had shown that the existence of one stable ordered-union ultrafilter
guarantees the existence of at least two RK-non-isomorphic selective ultrafilters. In
[6], Blass proved that under CH any two RK-non-isomorphic selective ultrafilters
are realized as the min and max projections of some stable ordered-union ultrafilter.

Theorem 4.17. (Theorem 2.4 of Blass [6]) Assume CH, and letU and V be selec-
tive ultrafilters such that U £y V. Then there is a stable ordered-union ultrafilter
H such that Hmax = U and Hupin = V.

Blass [6] raised the question of whether the existence of a stable ordered-union
ultrafilter follows from the existence of at least two RK-non-isomorphic selective
ultrafilters. This long-standing question of Blass was recently answered negatively
by Raghavan and Steprans [50].

Theorem 4.18 (Raghavan and Steprans [50]). There is a model of ZFC with 2% =
Ny pairwise RK-non-isomorphic selective ultrafilters on w and no stable ordered-
union ultrafilters on FIN.

This theorem shows that it is provably harder to produce one ultrafilter that
contains a witness to each instance of the Milliken—Taylor theorem than it is to
produce many ultrafilters containing witnesses to every instance of Ramsey’s theo-
rem. We do not know whether there are any ordered-union ultrafilters in the model
from [50], nor do we know if there are any selective ultrafilters of character N.
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Question 4.19. Is it consistent to have 280 pairwise RK-non-isomorphic selective
ultrafilters and no ordered-union ultrafilters? Is it consistent to have 2%° pairwise
RK-non-isomorphic selective ultrafilters of character 2%° and no stable ordered-
union ultrafilters?

Blass characterized all ultrafilters that are RK below a stable ordered-union
ultrafilter. Using (3) of Theorem 4.11, he was able to show that there are precisely
4 such ultrafilters. One of these is the following.

Definition 4.20. For an ultrafilter H on FIN, define
Hminmax = {A Cw x w: {s € FIN : (min(s), max(s)) € A} € H}.

Hminmax 1S easily seen to be an ultrafilter on w x w and it is clear that the map
(min, max) : FIN — w X w witnesses Hminmax <rx H. Indeed, Blass used Theorem
4.7 to show that Hminmax 18 RK-isomorphic to the product of the min projection
of H with its max projection.

Lemma 4.21 (Blass [6]). If H is a stable ordered-union ultrafilter on FIN, then
Hminmax =RK Hmin ®Hmax-

Theorem 4.22 (Blass [6]). Suppose that H is a stable ordered-union ultrafilter
on FIN. If U is an ultrafilter on w such that U <gx H, then U =rx H, or
U =RK 7'[min ®Hmaxy orU =RK Hmin; orU =RK 7'Lmax-

Proof. Let f : FIN — w witness U <px H. Use (3) of Theorem 4.11 to find
A € H such that f is canonical on A. Since U is non-principal, alternative (1) of
Definition 4.10 cannot hold. If alternative (2) holds, then there exists g : w — w
such that g is one-to-one on {min(s): s € A} and Vs € A[f(s) = g(min(s))]. Now,
g witnesses Hmin =ri U. Similarly, if (3) holds, then Hyax =rkx U. If (4) holds,
then U =rx Hminmax =rK Hmin Q Hmax by Lemma 4.21. Finally if (5) holds,
then U =prx H. -

Theorem 4.22 actually shows that stable ordered-union ultrafilters are RK-mi-
nimal among the ultrafilters on P(FIN)/Zyingnan. The proof of this fact relies on
a canonical form for functions modulo restriction to a set belonging to a product
of selective ultrafilters. We will include this argument below because it is not as
well-known.

Lemma 4.23. Suppose U and V are selective ultrafilters on w. Let f:w X w — w.
There exists A € UQV such that one of the following hold:

(1) f is constant on A;

(2) f is one-to-one on A;

(3) there is a one-to-one g : w — w such that ¥ (m,n) € A[f({m,n)) = g(m)];
(4) there is a one-to-one g : w — w such that ¥ (m,n) € A[f((m,n)) = g(n)].

Proof. Define f,,(n) = f({m,n)), for all m,n € w. Since V is selective, there exists
A n €V so that either VI € Ay, [fin (1) = fo(D)] or fl Ay 0 f) Ay = 0, for all
m < n < w. There also exist B,, € V and g, : w — w such that f,[B, = ¢g.[Bn,
and g, is either constant or one-to-one, for all n € w. Since U is selective, one of
the following 4 cases must occur.

Case I: there exist C' € U and k € w such that for each n € C, g, is constantly
equal to k. Then (1) occurs as f is constantly k on A = J,,cc({n} x Bp) e U Q V.

Case II: there exist C' € U and a one-to-one function g : w — w such that for each
n € C, g, is constantly equal to g(n). Then (3) holds with A =], . ({n} x By).

Case III: there exists C' € U such that for each n € C, g, is one-to-one and
for each m € CNn, VI € Ay [fm(l) = fn()]. Let m = min(C) and g = g
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Let D,, = By, for all n € C with m < n, let D,, = By, N Ay, and let A =
Unecn} x D) €e U@ V. Then (4) holds on A.

Case IV: there exists C' € U such that for each n € C, g, is one-to-one and for
each me CNn, fllAn,N fllA,, =0. Since V is a P-point, find E € V so that
E C* Ay, for all m,n € C with m < n. For each n € C find h(n) € w so that
for each m € CNn, E\ Aympn C h(n), and g,' (f7 (E\ Am.n)) C h(n). Note that
for m,n € C with m < n, fLEN f/(B,N(E\ h(n))) = 0. Now (2) occurs on
A=Ueelin} x (B0 (E\ () €U@V. r

Lemma 4.24. SupposeU andV are selective ultrafilters on w and H is an ultrafilter
on FIN with H N Zyingnan = 0. Then H Zpx U R V.

Proof. Suppose not. Let f : w X w — FIN be a one-to-one map witnessing
H=rx U@ V. Define

g({m,n)) = min(f({m,n))) and h((m,n)) = max(f({m,n))),

for all (m,n) € w x w. Lemma 4.23 applied to the maps g and h together with
the hypothesis H N Zyinaman = @ imply that there exist one-to-one functions @, :
w— w and a set A € U QV such that for each (m,n) € A, g({m,n)) = ¢(m) and
h({m,n)) = 1(n). However, there exist s,t € f” A such that s # ¢, max(s) = max(t)
and min(s) = min(¢), which gives a contradiction. =

Corollary 4.25 (Blass). If H is a stable ordered-union ultrafilter on FIN and K is
any ultrafilter on FIN such that KN Tyipanan = 0 and K <px H, then K =g H. In

particular, stable-ordered union ultrafilters are RK-minimal among all idempotents
in (yFIN, V).

Proof. Since KNZyindnan = 0, the map s — min(s) is not finite-to-one or constant on
any set in K. Therefore K is not a P-point and so K Zg g Hmin and K Zpx Hmax-
By Lemma 4.24, K Z 5, U QR V. Therefore by Theorem 4.22, K =gx H.

The second sentence follows from the first, the fact that stable ordered-union
ultrafilters are idempotent, and the fact that every idempotent is disjoint from
IHind.man- =

Question 4.26. Suppose H is an idempotent in (yFIN,U) which is RK-minimal
among all idempotents in (yFIN,U). Is H ordered-union?

Regarding the Tukey types of stable ordered-union ultrafilters, Dobrinen and
Todorcevic [22] have raised the following question.

Question 4.27 (Question 56 of [22]). If H is any stable ordered-union ultrafilter,
does it follow that H >7 Hminmax ¢

In a recent work, Benhamou and Dobrinen [3] have proved that H =r H Q H,
for every stable ordered-union ultrafilter .

We will end this section with a discussion of some cardinal invariants associated
with the ultrafilters discussed in this section and in Section 3. Virtually nothing
is known about cardinal invariants of the Boolean algebra P(FIN)/Zyinanan. The
cardinal invariants associated with such definable quotients have attracted consid-
erable attention in the literature. Notable examples include [60], [14], and [49],
among many others.

Definition 4.28. Let B be a non-atomic Boolean algebra. Define
ug = {|F|: F C BAF is a filter base for an ultrafilter on B},
g={|F|: FCB\{0}AVaecBIbe Fb<aVvb<l-—al}.

ug will denote 1P (PN /Zysnamea) 20 ty Will denote wp (N / Zismanan) -
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Note that tg is the least possible size of a pseudo-base for an ultrafilter on B.
Of course, U(P(w)/fw] <M0) and C(P(w)/[w]<N0) ATE the cardinals u and v, which have

been well-studied. However, their relationship with uy and vy is unknown.
Question 4.29. Is it consistent that u < uy? Is it consistent that v < vy?

The least possible size of a pseudo-base for a selective ultrafilter may be larger
than v. The exact relationship between ty and the minimal number of elements in
a pseudo-base for a stable ordered-union ultrafilter is not known. The following
cardinals are well-defined by Ramsey’s theorem and the Milliken-Taylor theorem
respectively.

Definition 4.30. Define
homp = min {|.7—'| L FC W™ Avee o(L)34 € F {c[[A]Q is constant} }

homyp = min{|]:| : F CFINM Ave e o(FINF) g% ¢ F [c[[X][Q] is constant] } .

Observe that the cardinality of any pseudo-base for a selective ultrafilter must be
at least homy, and that any pseudo-base for a stable ordered-union ultrafilter must
contain at least homy;p elements. The cardinal homy was studied by Blass [8], who
proved that homp = max{t,,0}. It is clear that homp < homyr, but little else is
known.

Question 4.31. Is it consistent that homy < homyp ?

5. P-POINT ULTRAFILTERS

Recall that we have defined P-point ultrafilters in Definition 2.2. The notion of a
P-point in a topological space has its roots in the work of Gillman and Henriksen on
rings of continuous functions in [30]. Later Rudin constructed a P-point ultrafilter
using CH and used it to show that, consistently, the space of ultrafilters w* is not
homogeneous. Afterwards, in [36], Ketonen constructed a P-point ultrafilter from
the weaker assumption 0 = ¢. In particular, he showed that under 0 = ¢ every
ultrafilter generated by less then ¢ many elements is a P-point, by proving the
following (in a sense of Definition 3.9).

Theorem 5.1. The equality © = ¢ holds if and only if P-points generically exist.

Note that some set theoretic assumption is necessary for a P-point ultrafilter to
exist. This had been shown in the work of Shelah and Wimmers by proving that
there is a model of ZFC with no P-points (see [57] and [65]). Recently, Chodounsky
and Guzman proved that there are canonical models of set theory, namely Silver’s
model, where P-points do not exist (see [16]). The assumption which guarantees
the existence of many P-points is Martin’s Axiom, MA, as well as CH implying it.
There are 2¢ many P-points under MA.

After these initial investigations, there has been a significant amount of work on
these, and similar types of ultrafilters. Simultaneously, the theory of orderings on
ultrafilters has been developed. An early example of this is the strengthening of
Rudin’s theorem, a proof that w* is not homogeneous in ZFC. This was obtained
through the analysis of the Rudin-Frolik order (see [29] and [55]). Afterwards, due to
its connections with model theory and topology, the Rudin-Keisler ordering became
predominantly explored ordering of ultrafilters. The first systematic analysis of this
ordering on P-points was done by Blass in [4]. He extensively used a model theoretic
definition of a P-point ultrafilter. For this we will need a few notions.

The language L will consist of symbols for all relations and all functions on w.
Let N be the standard model for this language, its domain is w and each relation or
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function denotes itself. Let M be an elementary extension of N, and let *R be the
relation in M denoted by R, and let * f be the function in M denoted by f. Note that
if a € M, then the set {*f(a) : f € w*} is the domain of an elementary submodel of
M. A submodel like this, i.e. generated by a single element, will be called principal.
It is not difficult to prove that a principal submodel generated by a is isomorphic to
the ultrapower of the standard model by the ultrafilter U, = {X Cw:a € *X}. If
A, B C M, we say that they are cofinal with each other iff (Va € A)(3b € B) [a *< b]
and (Vb € B)(3a € A) [b *< a]. Now we can state another definition of a P-point
ultrafilter.

Lemma 5.2. An ultrafilter U on w is a P-point if and only if every nonstandard
elementary submodel of w* /U is cofinal with w* /U.

There is also a reformulation of the Rudin-Keisler reducibility in model theoretic
terms. In particular, for ultrafilters U and V on w (not neccesarily P-points) U <gpx
V if and only if w* /U can be elementary embedded in w* /V.

Using these model theoretic tools Blass was able to prove (in ZFC):

Theorem 5.3. If {U, : n < w} is a countable set of P-point ultrafilters such that
U, <pr Uy for n < w, then there is a P-point U such that U <gpx Uy, for alln < w.

In other words, if a countable set of P-points has an RK upper bound which
is a P-point, then it also has a lower bound. This theorem has two immediate
consequences.

Corollary 5.4. Any RK -decreasing w-sequence of P-points has an RK -lower bound
which is a P-point.

Corollary 5.5. If two P-points have an upper bound which is a P-point, then they
also have a lower bound.

From the last corollary it follows that, since selective ultrafilters are RK-minimal
P-points (hence, minimal ultrafilters as well), any two RK-inequivalent selective
ultrafilters do not have an RK-upper bound which is a P-point. Since MA implies
the existence of 2° RK-inequivalent selective ultrafilters, the last results may be
viewed as a witness to the fact that, under MA, the RK ordering of P-points is not
upwards directed. Note also that the situation described in Corollary 5.5 happens,
as shown by Blass:

Theorem 5.6. Assume MA. There is a P-point ultrafilter with two incomparable
RK -predecessors (which are P-points by Remark 2.4).

Blass was also able to prove, under the same assumption of MA, that there is
no RK-maximal P-point ultrafilter. This implies that, under MA, there is a an
RK-increasing w-sequence of P-points, and in fact, every P-point ultrafilter can be
the first element of such a sequence. Even more is true, as proved by Blass:

Theorem 5.7. Assume MA. Then:

(1) FEvery RK -increasing w-sequence of P-points has an RK -upper bound which
is a P-point. In particular, every P-point ultrafilter is the first element of
some RK -increasing w1-sequence of P-points.

(2) There is an order isomorphic embedding of the real line (R, <) into the set
of P-points under the RK -ordering.

All these results show that the RK-ordering of P-points is very rich under suit-
able set theoretic assumptions. Let us now review some straightforward obstruc-
tions on this ordering. First, there are only 2¢ many ultrafilters on w, so this
ordering can be at most this size. Second, there are only ¢ many maps from w to
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w, so any P-point can have at most ¢ many predecessors. At the moment, there are
no other known restrictions, hence the working hypothesis is the following:

Conjecture 5.8. Assume MA(c — centered). Let (P, <) be a partial order of size
at most 2° such that every p € P has at most ¢ many predecessors. Then P embeds
into the RK ordering of P-points.

Note that already Blass asked which orders can be embedded into the set of
P-points under natural set-theoretic assumptions. This particular statement of
the conjecture, in the form of a question, was first mentioned by Raghavan and
Shelah in [48]. Note also that the working conjecture is actually a bit stronger.
It conjectures that P from the statement embeds both into the RK and Tukey
orderings of P-points. The analysis of the Tukey order of ultrafilters was initiated
in the work of Isbell (see [35]), and later revived in the work of Milovich (see [46]),
although in a bit different setting. It was then further developed in the work of
Dobrinen, Todorcevic and the second author.

One of the central results of this theory is the following theorem, due to Dobrinen
and Todorcevic [22], building on the work of Solecki and Todorcevic in [58].

Theorem 5.9. Let U be a P-point and V any ultrafilter. If V <7 U, then there is
a continuous ¢ : U — V which is monotone and cofinal in V.

Note that this result shows that the obstruction in Conjecture 5.8 that every
element has at most ¢ many predecessors is necessary in the Tukey setting as well.
We will now explain some progress on the conjecture.

5.1. Boolean algebras. One of the main advances towards Conjecture 5.8 is the
proof of the second author and Shelah that, under M A (o-centered), Boolean algebra
(P(w)/FIN, C*) embeds into the set of P-points under both the RK and the Tukey
ordering (see [48]). In particular, they were able to prove the following.

Theorem 5.10. Assume MA(o-centered). Then there is a sequence of P-points
(Uyg) : [a] € P(w)/FIN) such that the following two conditions hold:

(1) if a C* b, then U[a] <RK U[b];

(2) if b * a, then Z/{[b] L Z/{[a],

Since any partial order of size at most the continuum can be embedded into the
Boolean algebra (P(w)/FIN, C*), this result immediately yields a corollary.

Corollary 5.11. Under MA(o-centered) any partial order of size at most ¢ embeds
into the set of P-points under both RK and Tukey ordering.

5.2. Lower bounds. In this subsection we present a strengthening of Theorem
5.3 in a sense that with a reasonably stronger assumption, we extend the result
of that theorem. These stronger assumptions have two ingredients. One is that
we assume MA, which guarranties the existence of many P-points. The other is
that the considered set of P-point ultrafilters has a P -point as an upper bound.
Recall that an ultrafilter U on w is a P.-point if for every a < ¢ and each collection
{a; :i < a} CU there is an a € U such that a C* a; for each i < a. As well as
the set of P-points, the set of P.-points is downward closed with respect to the
RK-ordering. Finally, we can state the main result of this subsection, which is a
jont work of the authors with Verner (see [41]).

Theorem 5.12. Assume MA,. Suppose that {U; : i < a} is a set of P-points such
that Uy is a Pc-point and that U; <grx Uy for each i < a. Then there is a P-point
U such that U <px U; for each i < a.

There is an immediate corollary to this theorem.
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Corollary 5.13. Assume MA. Then:

(1) If a collection of fewer than ¢ many P.-points has an upper bound which is
a P.-point, then there is a P.-point which is a lower bound of this collection
in the RK-ordering.

(2) The class of P.-points is downward < c-closed in the RK -ordering.

The thing to emphasize about this result is that it uses model-theoretic analysis
of the RK-ordering in the same way Blass uses it to prove Theorem 5.3. Namely, the
result of Blass is that if {M; : i < w} is a collection of pairwise cofinals submodels
of M (in the notation from the paragraph just before Lemma 5.2) such that at least
one of M;’s is principal, then (1, , M; contains a principal submodel cofinal with
each M; (i < w). In [41] this result is extended as follows.

Theorem 5.14. Assume MA,. Let {M; :i < a} be a collection of pairwise co-
final submodels of M. Suppose that My is a principal submodel and that Uy =
{X Cw:ap € *X} is a P.-point, where ag generates My. Then (), M; contains
a principal submodel cofinal with each M.

A natural question here is whether in Theorem 5.12 and Theorem 5.14 one can
remove the assumption of Uy being a P -point.

Question 5.15. Is it consistent with ZFC that for any o < ¢ and any collection
of P-points {U; : i < a} such that U; <px Uy for each i < a, there is a P-point U
such that U <grg U;.

At this point we would also like to mention two results about descending chains
of P-points. Both of these prove that there is a P-point with specific properties.
Among other things, it is a rapid ultrafilter.

Definition 5.16. We say that an ultrafilter & on w is rapid if for every f € w*
there is X € U such that X(n) > f(n) for every n < w.

The first of these results is due to Laflamme in [42], where he is able to generically
construct RK-descending chains of P-points with very strong properties, but only
of arbitrary countable length. In particular, he proves the following (note that this
concise statement is a minor modification of the statement from [24]).

Theorem 5.17. For each 1 < a < wy, there is an ultrafilter Uy, generic for certain
partial order P, with the following properties:
(1) Uy is a rapid P-point ultrafilter.
(2) There is a sequence (V. :v < a+ 1) of P-points such that Vo = U,, that
Vy <grk Vg forall B <y < a+1, and that for any U withUd <rx U, there
is v < a+1 such that U =gk V,.

The second one is due to Dobrinen and Todorcevic in [24]. There, for each count-
able ordinal, they construct a topological Ramsey space R, which then generically
gives a specific P-point U, and completely describes its Tukey predecessors. Note
that this essentially proves the mentioned Laflamme’s result in the Tukey setting.

Theorem 5.18. For each 1 < a < wy, there is a topological Ramsey space R, and
an ultrafilter Uy, generic for a partial order (Rq, <5) with the following properties:
(1) Uy, is a rapid P-point ultrafilter.
(2) There is a sequence (V. :v < a+ 1) of P-points such that Vo = Uy, that
Vy <1 Vg for all B <y < a+1, and that for any U with U <t U, there is
v < a+1 such that U =7 V,.

Note that it is not necessary to force with (R, <*) to obtain the ultrafilter U,.
For example, under CH or MA, this ultrafilter can be constructed from the Ramsey
space R,,. For more details see [24, Section 5].
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5.3. Initial segments. As we have already pointed out, there has been a lot of
work on understanding the order structure of the set of P-points under natural
set-theoretic assumptions. The direction we have described so far concentrated on
Conjecture 5.8 and the question which partial orders can be embedded into the set
of P-points under the RK and other relevant orderings. More information can be
obtained if one investigates which orders can be embedded as initial segments into
the same set. Recall that (P, <p) embeds into (@, <g) as an initial segment if the
image of P under the embedding is a downward closed subset of @ (i.e. the image
is an initial segment of Q).

Note that the result of Laflamme, Theorem 5.17, is in this spirit. It gives an
initial segment of P-points which is a reversed successor ordinal, and Theorem 5.18,
extends it to the Tukey setting. However, for the rest of this subsection we focus
on increasing initial segments of P-points.

One of the first results in this direction, in the class of all ultrafilters, is again
due to Blass in [5] where he constructed an initial segment of ultrafilters of order
type wy under CH. In other words, using CH he inductively constructed a sequence
(Uy : a < wy) of ultrafilters such that U, <grx Up for all o < § < w; and that for
any ultrafilter U, if U <rg U, for some a < wy, then there is v < « such that
u =RK M’Y'

Note that Blass uses the mentioned model theoretic approach in this result as
well. In particular, for a model of complete arithmetic M’ he defines its proper
elementary extension M” to be strictly minimal if every proper submodel of M" is
a subset of M’. He then proves, using CH, that it is possible to build an increasing
continuous chain of models of arithmetic in which each successor term is strictly
minimal extension of its immediate predecessor. This chain can be then transformed
in the required RK-initial segment of ultrafilters.

Rosen, in his construction of an RK-initial segment of P-points of order type
w1, also under CH, takes a similar approach. For a P-point U/, he defines a P-point
V to be a strong immediate successor of U if U <gk V, and for any ultrafilter W,
it W SRK V, then W SRK u.

The results of Eck from his PhD Thesis [25] then take care of the existence of
a countable initial segment of P-points. Namely, Eck provided a method which
proves the following theorem.

Theorem 5.19. Assume CH. Let U be a P-point ultrafilter. Then there is a
P-point V which is a strong immediate successor of U.

This construction can be then carried countably many times to obtain an RK-
initial segment of P-points of order type w. Note however, that Rosen was not able
to simply use Eck’s result in his construction of an uncountable initial segment.
Some care has to be taken in the construction of strong immediate successors in
each step, to make it possible for a given countable limit initial segment to be
minimaly extended. In order to precisely state these results, we recall a few more
notions from model theory.

If M’ is a finitely generated model of complete arithmetic, then we say that M’
is element generated if for every generator a of M’ there is a generator b of M’
such that b € a(M’). Here a(M’') = {c € M': M' = c €’ a}, where €’ is defined
as follows: for m,n € w, we say that m €’ n iff 2™ occurs in the binary expansion
of n. A cut in an ultrapower w* /U is a partition into convex sets S and L such
that a *< b for every a € S and b € L. If X is a set, and f is a function which is
finite-to-one on X, then we define a function Cx s by Cx (n) = |X N f~1 ({n})].
If Vis a P-point and f : w — w witnesses that & <gpyx V, then the cut in w* /U
associated to f and V is defined by putting into L all germs [Cx ]y for X € V and
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all larger germs, and defining S = (w*/U) \ L. Now we are able to state the main
technical lemma Rosen uses:

Theorem 5.20. Assume CH. Let {U; :i < w} be an RK-increasing sequence of
P-points, where f; witnesses that U; <grx Uir1, and let M’ be the direct limit of the
family {(w* /U, ff) :i <w}. Fori>1let g; = foo fio---o fi_1 and let (S*, L")
be the cut in w* /Uy associated to g; and U;. Assume also that M’ admits a strictly
minimal extension, that S; C St and S* # St for i > 1, and that w® /U; is
element generated for i > 0. Then there is an element generated, strictly minimal
extension of M' whose every nonstandard submodel is cofinal with it.

So, in [54], Rosen is using a modification of Eck’s result for the successor case
which enables him to use Theorem 5.20 in order to construct the required initial
segment of type wi.

Theorem 5.21. Assume CH. Let U be a selective ultrafilter. Then there is an
RK -initial segment of P-points (U : o < w1) such that Uy =U.

Since Dobrinen and Todorcevic proved in [22] that, under MA, w; embeds into
the Tukey ordering of P-points, the following question suggests itself.

Question 5.22. [s there, under suitable set-theoretic assumptions, a Tukey-initial
segment of P-points of length wy ?

5.4. Chains. As we have already mentioned, Blass proved that w; embeds into
the RK ordering of P-points under suitable hypothesis, while by comments after
the statement of Conjecture 5.8 we know that ¢ is the largest ordinal which can
possibly embed into the set of P-points under both RK and Tukey ordering. In [40]
the authors proved that this is indeed possible under CH. Afterwards, the second
author and Verner in [52] improved the construction from [40], and Starosolski
contributed by constructing shorter chains but under the weaker assumptions.

First we explain the construction from [40]. There, the authors use the notion
of a §-generic sequence of P-points. To state the definition we have to introduce a
few notions. First, the fundamental partial order that was used.

Definition 5.23. Define P to be the set of all functions ¢ : w — FIN such that
le(n)| < |e(n+1)| and ¢(n) <p c¢(n + 1) for each n < w. If ¢,d € P, then ¢ < d if
there is an | < w such that ¢ <; d, where

c<;ds (Vm>1) (3n>m) [e(m) C d(n)].

For ¢ € P we define set(c) = |J,,,, ¢(n). Now we introduce the concept of a
normal triple.

Definition 5.24. A triple (m, 1, ¢) is called a normal triple if w,¢ € w*, for every
I <1 < w we have that ¥(l) < (l'), if ran(¢) is infinite, and if ¢ € P is such that
for I < w we have 7”¢(l) = {¢(1)} and for n € w \ set(c) we have w(n) = 0.

Before we explain the construction of the ¢*-chain of P-points from [40], let us
present a simplified version. Suppose that we have two P-points Uy and Uy such
that Uy <rx V1 and that this is moreover witnessed with a function 7; o which is
nondecreasing. Then we could use the poset Q of all ¢ = (cq, 74,1, 74,0) such that
cq € P and my 0,741 € w*, and that for each ¢ < 2:

o 7, ;set(cy) € Ui,

o (V°k € set(cq)) [mq0(k) = m0(mq,1 (k)]
o there are 9, ; € w* and by; > ¢4 such that (mg;, %4, bqi) is a normal triple.

The ordering on Q would be: ¢ < s if and only if ¢; < ¢; and 7,0 = 75,0 and
Tq1 = Ts,1. Now using CH and a set of conditions meeting enough dense sets we
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would obtain a sequence (c,, : @ < ¢) generating a P-point U such that Uy <grg
U and U; <pg U. Moreover, both of these inequalities would be witnessed by
nondecreasing maps.

The poset Q is a simplified version of the countably closed poset Q° from Def-
inition 5.26 which is used to extend a given d-generic sequence from Definition
5.25.

Note that if only one P-point U is given, then just with the poset consisting of
pairs ¢ = (¢, 7y) where ¢, € P and 7, € w® are such that 7 set(c,) € U and that
there are ¥, € w* and b, > ¢, such that (m,,1,,b,) is a normal triple (and the
order analoguous to the order of Q), using CH and a sequence meeting appropriate
dense sets, one can construct a P-point V such that &/ <gpx V. Moreover, if one
chooses dense sets a bit more carefully, then the P-point V can be forced to be a
strong immediate successor of U, i.e. V then satisfies the condition of Theorem 5.19
with respect to U.

Now we are ready to state the definition of a J-generic sequence of ultrafilters.
We will comment in more detail on some key properties, the role of the remaining
notions is more or less clear. For example, clause (5a) means that the maps 73 4
are Rudin-Keisler maps, while the commutativity of these RK maps as stated in
clause (5b) is unavoidable in a chain. Clause (5¢) provides another feature of the
sequence produced in this way. It is a chain in the stronger ordering: every wo-
generic sequence of P-points is increasing in §EB ordering, i.e. one can choose a
function witnessing the RK comparability to be nondecreasing.

The central part of the definition are clauses (3) and (6). Their role is to antici-
pate conditions which will be required by future ultrafilters. Let us try to explain
(3) in a simplified setting. So assume that (U, : n < w) has already been built, and
that we are now constructing the ultrafilter ¢,,. Suppose for example that we want
set(d) to be in U,,, for some d € P, and that the maps (7, ; : ¢ < n) are constructed,
for some n € w. In particular, we assume 7/, ,, set(d) € U,,. Now one wants to define
what is m, n+1, and is allowed to strengthen d to some d* < d. However, it must
hold that «[] , ,;set(d*) € U,41 and that m, , commutes through 7, 1. Clause
(3) is defined in such a way that U, 11 had this in mind, so there are cofinally many
b € Uy, +1 making this possible.

Next, we discuss (6). So again, assume that (U, : @ < wq) has been built and that
we are constructing U,,,. Supose that for some decreasing sequence (d,, : n < w) of
conditions in P, we have already decided (set(d,,) : n < w) C U, . Suppose also that
(Twn = m < w) has been defined. In particular we assume that 7., set(d,,) € Up
for all n,m < w, and that each 7, . is as it should be on some d,,. Now we need
to determine a d* € P which is stronger than all d,,, and also define the map =, .,
in such a way that 7/ ,set(d*) € Uy, that m,, ., is of the right form on d*, and
that all of the m,, , commute through ,, .. Clause (6) is defined is such a way
that U,, had this in mind, so there are cofinally many b € U, making this possible.

Definition 5.25. Let § < wy . We call ({c
d-generic if and only if:

i< cANa<0),(mga:a< B <0))

(1) for every av < §, (¢ 14 < ¢) is a decreasing sequence in P; for every a <
B <9, m3q €wY;

(2) for every a < 8, Uy = {a € P(w) : (Fi < ¢) [set(c) C* a]} is an ultrafilter
on w and it is a rapid P-point (we say that U, is generated by (¢ : i < c));

(3) for every @ < 8 < §, every normal triple (my,%1,b1) and every d < by if
w1 set(d) € Uy, then for every a € Ua there is b € Us such that b C* a and
that there are m,¢ € w® and d* < d so that (m,1,d*) is a normal triple,
7" set(d*) = b and (Vk € set(d*)) [m1(k) = mg,a(7(k))].

(4) if @ < B < 6, then Ug L1 U,.
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(5) for every o < §, o, = id and:
(a) (Va<B <) (Vi<e)[mg, set(c?) e U,];
(b) (Ya < B <y <8) (Bi<c) (k€ set(c]) [mya(k) = ma.almys (k)
(c) for a < B < 6 there are i < ¢, bgo € P and ¢, € w* such that
(3.0, 5.0, bg.a) is a normal triple and ¢ < bg o;

(6) if p < § is a limit ordinal such that cf(u) = w, X C p is a countable set
such that sup(X) = p, (d; : j <w) is a decreasing sequence of conditions
in P, and (7, : @ € X) is a sequence of maps in w* such that:

(a) Vo e X) (V) <w) [mlset(d;) € Ual;

(b) (Yo, B € X) [a < 8= (3j < ) (V< eset(ds)) [ralk)=ms.a(malk))]):

(c) for all & € X there are j < w, b, € P and ¢, € w® such that
(Ta, Yo, ba) is a normal triple and d; < by;

then the set of all #* < ¢ such that there are d* € P and 7,9 € w® satisfying:

(d) set(c) =n"set(d*) and (Vj < w) [d* < d;];

(e) (Yo € X) (v°k € set(d")) [ma(k) = Ty a(7())];

(f) (m,1,d*) is a normal triple;

is cofinal in ¢;

Clearly an ws-generic sequence witnesses that ¢ embeds into both RK and
Tukey orderings of P-points, under CH. It was constructed by extending (for ¢ <
w9) a given J-generic sequence

S=((cFfri<cAha<d),(mga:a<B<0)),

using a sufficiently generic filter over the following countably closed partial order
(depending only on S).

Definition 5.26. Let Q° be the set of all ¢ = (cg, 7, Xgs (Tg0 : @ € X)) such
that:

1)
)
(3) X, € [6]=* is such that v, = sup(X,) and v, € X, iff v, < 6;
(4) mga (o € Xg) are mappings in w* such that:
) oo Set(cg) € Un;
b) (Va8 € X,) [0 < 8= (vk € set(c,)) [Ma.alk) = maa(myp ()]
(c) there are 1,4 € w* and by o > ¢4 such that (74, Yqa:bq,0) IS a

normal triple;
The ordering on Q° is given by: ¢; < qo if and only if

cqy < g and Xy, D Xy, and for every a € X, g0 = Tgp,a-

In particular, it was proved in [40] that for any 6 < ws and every d-generic
sequence Sy, there is an wy-generic sequence S such that S [ § = S5. Thus we have
the following theorem.

Theorem 5.27. Assume CH. The ordinal ¢t embeds into both the RK and the
Tukey ordering of P-points.

Now that we know that the longest possible ordinal embeds into these two or-
derings of P-points, the following two questions seem very natural.

Question 5.28. Is it true, under suitable set-theoretic assumptions, that ¢t embeds
as an initial segment into the RK ordering of P-points.

Question 5.29. Is it true, under suitable set-theoretic assumptions, that ¢™ embeds
as an initial segment into the Tukey ordering of P-points.
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It was shown by the second author and Verner in [53] that conditions (3) and
(6) in Definition 5.25 are redundant. In particular, if a weakly d-generic sequence
is defined as a sequence satisfying clauses (1), (2), (4), and (5) of Definition 5.25,
then S being d-generic is equivalent to S being weakly §-generic.

We would like to point out here that not every RK increasing wi-sequence of
P-points can be extended, as proved by the second author and Verner in [52].
Namely, using <>, they recursively construct an RK increasing wi-sequence of P-
points (U, : v < wi) which cannot have a P-point on top. To succeed, they start
with arbitrary P-point, and in every successor step, for already constructed se-
quence (U : v < ) they choose arbitrary P-point RK above U, . In the case when
(Uy v < a) for o limit is given, using diamond sequence, they define a countably
closed forcing which contains a sufficiently generic P-filter, and any extension of
this P-filter will be the required P-point ultrafilter.

In the same paper [52], they proved the following.

Theorem 5.30. Assume CH. Let § < wo and let (Uy : v < §) be an RK increasing
sequence of rapid P-points. Then there is a rapid P-point such that U, <pgx U for
every v < 6.

This is clearly stronger result than the existence of an ws-generic sequence from
[40], in a sense that no care is needed while constructing the approximations to
the resulting sequence. Note however, that the sequence obtained using Theorem
5.30 need not be increasing in the stronger ordering SEB. Hence, in this sense,
the construction of that sequence is weaker than the construction of an ws-generic
sequence from Definition 5.25.

Theorem 5.30 can be adapted to work under MA as well. In this case it would
prove that any RK increasing c-sequence of rapid P-points can be extended with
a rapid P-point. However, it is not clear what is the optimal assumption for this
sort of a result. For example, in [52], the authors ask whether b = ¢ is sufficient to
get the conclusion of Theorem 5.30.

The work of Starosolski in [59] improves many known results about the RK
ordering of P-points to this hypothesis. For example, he was able to prove the
following.

Theorem 5.31. Assume b = c¢. Then:

(1) If Uy, : n < w) is an RK-increasing sequence of P-point ultrafilters, then
there is a P-point U such that U, <rrx U for each n < w.

(2) For each P-point ultrafilter U, there is an embedding of both the real line
and the long line in the RK -ordering of P-points above U.

(3) For every P-point U and every v < ¢t there is an RK -increasing sequence
of P-points (Uy : oo < ) such that Uy =U.

6. WEAKENINGS OF BEING A P-POINT

In this section we mention some results about generalizations of the notion of a
P-point ultrafilter. We consider two generalizations, the first with respect to the
Tukey ordering and the other related to being generic over a natural partial order.

Before we proceed with these, we would like to mention another well known
generalization of being a P-point. A weak P-point was defined by Kunen in [37] as
an ultrafilter & which is not limit of any countable subset of w*\ {{/}. Equivalently,
U is a weak P-point if for any countably many non-principal ultrafilters V,, (n < w),
each different from U, there is a € U such that a ¢ V,, for n < w. In the mentioned
paper, it was proved that there are, in ZFC, 2° many weak P-points in w*.
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6.1. Isbell’s problem. As we have already mentioned, Kunen proved, in ZFC,
that there are two ultrafilters which are RK incomparable. Isbell asked the same
question in the Tukey context. Note that every ultrafilter is a directed set of
cardinality ¢ and that [¢]<% is the maximal Tukey type among directed sets of car-
dinality at most ¢. Isbell proved that, in ZFC, there is an ultrafilter & such that
(U, D) =r [c]<“. Hence, his question about the existence of two Tukey incompara-
ble ultrafilters reduces to the following.

Question 6.1. Is there an ultrafilter U on w such that U < [¢]<%.

This is the same as asking whether it is consistent with ZFC that for every
ultrafilter on w we have [¢]<* <p U, or equivalently U =r [c]<¥. Note that for
every P-point U we do have U <p [c]<“. The reason for this is that in a P-point
ultrafilter there are many infinite bounded subsets. Hence, one can say that, in
a sense, any ultrafilter V satisfying V <r [¢]<% is close to being a P-point. We
proceed to describe one such class.

Since any ultrafilter is a subset of P(w), it is a separable metric space with the
metric inherited from the Cantor space. Hence, we can talk about the convergence
of a sequence of elements in an arbitrary ultrafilter U: a sequence (a, : n < w) in
U converges to some a € U iff for every m < w there is some k < w such that
anNm = a, Nk for each n > k.

Definition 6.2. An ultrafilter U on w is basically generated if it has a filter basis
B C U such that every sequence (a, : n < w) in B converging to an element of B
has a subsequence (an, : k < w) such that (), an, €U.

Dobrinen and Todorcevic were able to prove in [22] that each basically generated
ultrafilter is weakening of a P-point ultrafilter.

Theorem 6.3. If U is a basically generated ultrafilter on w, then U <p [¢]<¥.

Although the last result shows that basically generated is a generalization of
being a P-point in a certain precise sense, it is also possible to prove this in a much
more direct sense, as the next theorem shows. It was also proved in [22].

Theorem 6.4. Every P-point ultrafilter is basically generated.

Theorem 6.4 suggested a question whether there is an ultrafilter &/ which is
not basically generated but such that still & <r [¢]<“. This was answered in the
negative by Blass, Dobrinen, and Raghavan in [9]. The result follows from Theorem
6.6, Theorem 6.8 and Theorem 6.9 in our presentation.

6.2. Ultrafilters generic over a Fubini product of ideals. In this subsection
we consider ultrafilters over w® for an integer k > 2, however, it is clear that using
a bijection between w and w® this is equivalent to considering ultrafilters on w.
This approach makes the presentation simpler. For [ < k, let m; : w* — w denote
the projection to the first [ many coordinates, i.e. m(z) = (x(0),...,z(l — 1)) for
x € wF. Recall that the ideals FIN*™! for k < w are defined recursively: FIN' is
FIN, while for k£ > 1:

FINFH! = {X C Wkt H”<W {iewt:m7je X} ¢FINkH <w}'

Let G be a filter generic over V for P(w*)/FIN*. Then in V[Gy], the filter Gy, is an
ultrafilter on w”. As shown in [9], the ultrafilter Go is not a P-point because there
is no set A in Gy such that g is either constant or finite-to-one on A. However, its
projection 7(Gs is a selective ultrafilter, and moreover it is generic for P(w)/FIN.
This ultrafilter Go has many interesting properties. For example, although it is not
a P-point it is a generalization in a sense of Kunen.
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Theorem 6.5. The generic ultrafilter Go is a weak P-point.

The ultrafilter G, is also a counterexample to Isbell’s problem. In particular we
have the following theorem.

Theorem 6.6. There are at most continuum many ultrafilters U such that U <r
Go. Hence, Go <t [¢c]<“.

The ultrafilter G, is actually a counterexample to Isbell’s problem in a strong
sense, that even [w;]<* is not Tukey reducible to it, as shown by the next theorem.

Theorem 6.7. ([W1]<w, Q) ﬁT (gg, 2)

In the next part of this subsection we explain how G5 is close to being a basically
generated ultrafilter, yet it fails to have that property. Note that Theorem 3.22
and 6.8 are the same except that basically generated is replaced with generic for
P(w?)/FIN?,

Theorem 6.8. Let U be an ultrafilter in V[Ga] such that U < Gs. Then there is
P C [w?]<@\ {0} such that

(1) (Vs,t € P)[tCs=1t=s],

(2) G(P) =1 Ga,

(3) U <gpx G(P).

Note that this last result also implies Theorem 6.6. However, as the next theorem
shows, G5 is not basically generated.

Theorem 6.9. In V[Gs], the ultrafilter Go is not basically generated.

After the work we have just explained, Dobrinen in [19] investigated ultrafilters
G for k > 2. Among many relevant results there, we would like to emphasize
the characterization of all the ultrafilters Tukey reducible to G for each k > 2.
The proof is contained in [19, Sections 6]. Note also that canonical form of a
monotone map from G to P(w) has been obtained in Section 5 of the mentioned
paper. However, the presentation of that result would require introduction of many
notions, so we just formulate the announced characterization.

Theorem 6.10. Let k > 2. Then m/G <r wg’ﬂgk for each | < k — 1. Moreover,
if V is any non-principal ultrafilter in V|G| such that V <p Gj, then V =p ]Gy,
for some | < k.

This answered a problem left open in [9]: where exactly is Go is in the Tukey
order of ultrafilters? By Theorem 6.10, it is minimal over the projection 7(Gs,
which is selective. Hence G, has exactly one Tukey predecessor, while G; has
exactly k — 1 Tukey predecessors. Note that analoguous result to Theorem 6.10,
for the Rudin-Keisler reducibility holds as well [19, Theorem 6.5].

Theorem 6.11. Let k > 2. If V is a non-principal ultrafilter in V[Gy] such that
V <grk Gk, then V =rg /Gy, for some | < k.
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