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Abstract. We exhibit a forcing for producing a model with no nowhere dense ultra-
filters that satisfies the full Sacks Property, unlike Shelah’s original forcing that only
has the Weak Sacks Property. By interleaving this forcing with other forcing notions, a
model containing a (2,ℵ0)-selective ultrafilter, but no nowhere dense ultrafilters is pro-
duced. It is thus proved that the existence of (2,ℵ0)-selective ultrafilters does not imply
the existence of nowhere dense ultrafilters. (2,ℵ0)-selectivity was originally considered
in the context of topological dynamics.

1. Introduction

The history of obtaining models of set theory with no P-points consists of an interesting
sequence of incremental results, most of which are still of interest today in spite of stronger
subsequent results. The sequence begins with Kunen’s proof [13] that there are no selective
ultrafilters after adding ℵ2 random reals to a model of the Continuum Hypothesis. While
this result was later improved by the celebrated models of Shelah that do not even contain
P-points [18], the question of whether there are actually P-points in the random model
remains of interest (see Dow [8]). Following Shelah’s results, it was shown by Mekler in
[15] that in the original model of Shelah there are not even any P-measures. In a recent
work, Borodulin-Nadzieja, Cancino-Manŕıquez and Morawski [6] have produced a model
where there are no P-points, but P-measures exist.

From these considerations researchers were led to ask the question of whether ultrafilters
weaker than P-points, but with similar properties, can be shown to exist without assuming
extra set theoretic axioms. A well known major accomplishment in the positive direction
is Kunen’s ZFC construction of weak P-points [12]. The Tukey ordering provides another
path to a weaker notion. P-points are not Tukey maximal among ultrafilters on ω, and it
is not known whether a Tukey non-maximal ultrafilter can be constructed in ZFC. The
reader may consult [14] for recent results about the Tukey ordering on ultrafilters.

However weakening the P-point notion along yet different lines is known not to produce
definitions of ultrafilters whose existence can be established without appealing to extra
axioms. The following definition was motivated by van Douwen in [21] and studied by
Baumgartner in [3] and provides a large class of weakenings of the P-point property.

Definition 1.1. If I is an ideal on the set X then an ultrafilter U is known as an I-
ultrafilter if for every function F : ω → X there is some A ∈ I such that F−1(A) ∈ U .

Observe that the definition is equivalent to saying that for every F : ω → X, there exists
B ∈ U so that F [B] ∈ I. Letting F be the ideal of finite subsets it is not hard to see that
an ultrafilter is a P-point if and only if it is an F⊗F-ultrafilter. Note also that the larger
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the ideal I is, the weaker the property of being an I-ultrafilter. So, for example, if I = U∗

then an ultrafilter V is a I-ultrafilter if and only if U ̸≤RK V and, hence, I-ultrafilters
abound in this case. But for large, but not maximal, definable ideals such as NWD, the
ideal of nowhere dense subsets of Q, the question of the existence of NWD-ultrafilters —
also known as nowhere dense ultrafilters — becomes more interesting. After long being
open, Shelah was able to prove the consistency of no nowhere dense ultrafilters in [19].

The techniques used in [19] were quite different from those used in the earlier construc-
tions of models without P-points and were more reminiscent of the ideas introduced in [9]
and [17]. It very soon became apparent that the model of [19] eliminated more types of
ultrafilters than just the nowhere dense ones. For example, in that model there are also
no ultrafilters with Property M — an ultrafilter U will be said to have Property M if for
all ϵ > 0 and all sequences {Ai}i∈ω of sets of Lebesgue measure greater than ϵ there is
X ∈ U such that

⋂
n∈X An ̸= ∅. The failure of ultrafilters to have this weak P-point type

property — it is shown in [4] that ultrafilters with Property M need not be P-points —
might lead one to conjecture that Shelah’s model for no nowhere dense ultrafilters will not
harbour any ultrafilters with certain weak P-point type properties. In fact, the model in
[19] does not contain I-ultrafilters for any I that is Katětov below NWD. For example,
there are no discrete ultrafilters in this model; in other words, there are I-ultrafilters for
I = {A ⊆ 2ω : A is discrete}. It remains open whether the existence of nowhere dense ul-
trafilters implies the existence of discrete ultrafilters, although Shelah proved in [18] that
it does not imply the existence of P-points. The reader may consult Brendle [7] for further
information on the spectrum of I-ultrafilters falling between P-points and nowhere dense
ultrafilters.

The evidence does not seem to support this conjectured dearth of special ultrafilters in
Shelah’s model. This paper has two goals. The first goal will be addressed in §2 which
will provide an exposition of the model of [19] with some simplifications and streamlined
notation. However, the reader who hopes to use the ideas of [19] is advised to consult
the original since it contains subtleties, not needed for the result about nowhere dense
ultrafilters, which may prove to have uses elsewhere. The simplifications will demonstrate
that a forcing with the Sacks Property, which Shelah’s original forcing from [19] does not
have, can be used to kill all nowhere dense ultrafilters. The second goal is to show how to
modify the model of [19] to obtain models containing ultrafilters weakening the notion of
selectivity, which were studied by Bartošová and Zucker in [2]. The main result of §3 will
prove that the existence of ultrafilters satisfying the weak form of selectivity considered
by Bartošová and Zucker does not imply the existence of any nowhere dense ultrafilters.
It is not yet known whether these can be shown to exist without assuming some extra
axioms of set theory.

2. Review of Shelah’s model with no nowhere dense ultrafilters

2.1. Definition of the partial order. A key part of the argument of [19] establishing
the consistency of no nowhere dense ultrafilters hinged on the Weak Sacks Property. This
is a simpler instance of the more general PP property of §2.12A of Chapter VI of [18] which
has various applications and is bound to have many as yet undiscovered applications as
well. However, in this exposition it will be shown how to use the much better understood
Sacks Property to achieve the same results, even though the Weak Sacks Property will be
needed in §3. The following partial order is at the heart of the argument.

Definition 2.1. If I is an ideal on ω define P(I) to consist of all functions σ defined on
ω such that there is d : ω → ω satisfying that for each n ∈ ω

(1) d(n) ≤ n
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(2) σ(n) : [d(n), n) → 2
(3) d−1(n) ∈ I.

For σ ∈ P(I) let dσ denote the function witnessing that σ ∈ P(I). Note that dσ is uniquely
determined by σ. For σ and τ in P(I) define σ ≤ τ if

(4) σ(n) ⊇ τ(n) for all n ∈ ω
(5) there is e : ω → ω such that e(n) ≤ n and dσ(n) = e ◦ dτ (n) for all n
(6) if dτ (n) = dτ (m) then σ(n) ↾ [dσ(n), dτ (n)) = σ(m) ↾ [dσ(n), dτ (n)) or, in other

words, if dτ (n) = dτ (m) = z then σ(n) ↾ [e(z), z) = σ(m) ↾ [e(z), z).

Lemma 2.1. P(I) is a partial order.

Proof. It only needs to be verified that P(I) is transitive, so suppose that σ ≤ τ ≤ θ.
Then there are e and ē such that dτ = e ◦ dθ and dσ = ē ◦ dτ . To see that Condition (6)
holds suppose that dθ(n) = dθ(m) = z and ē◦e(z) ≤ i < z. Then if e(z) ≤ i < z it follows
that σ(m)(i) = τ(m)(i) = τ(n)(i) = σ(n)(i). On the other hand, if ē(e(z)) ≤ i < e(z)
then dτ (n) = e(z) = dτ (m) and hence σ(m)(i) = σ(n)(i) because σ ≤ τ . □

Definition 2.2. For σ and τ in P(I) and a ∈ [ω]<ℵ0 define σ ≤a τ if σ ≤ τ and
d−1
σ {i} = d−1

τ {i} for all i ∈ a.

Definition 2.3. For σ ∈ P(I), S ∈ [ω]<ℵ0 and g ∈
∏

j∈S 2
j define σ[g] by

σ[g](ℓ) =

{
σ(ℓ) if dσ(ℓ) /∈ S

g(dσ(ℓ)) ∪ σ(ℓ) if dσ(ℓ) ∈ S.

If S ⊆ ω and g⃗ is defined on d−1
σ (S) and g⃗(i) ∈ 2j whenever dσ(i) = j ∈ S then let σ[⃗g]

be defined by

σ[⃗g](ℓ) =

{
σ(ℓ) if dσ(ℓ) /∈ S

g⃗(dσ(ℓ)) ∪ σ(ℓ) if dσ(ℓ) ∈ S.

While the following lemma concluding that σ[g] ≤ σ is immediate, it may not be the
case that σ[⃗g] ≤ σ because Condition (6) of Definition 2.1 may fail. For example, note that
it is not claimed in Lemma 2.3 that σ[⃗g] ≤ σ only that σ[⃗g] ≤ τ since this is a case where
Definition 2.1 may fail. When it is necessary to use S in the context of Definition 2.3 it
will usually be a singleton, but there is a crucial point, Corollary 2.1, at which an infinite
S will be needed.

Lemma 2.2. If σ ∈ P(I) and n ∈ ω and g ∈
∏

j∈n 2
j then σ[g] ≤ σ.

2.2. Properties of the partial order. This section will establish that the partial orders
are proper and have the Sacks Property. This is the key difference between the partial
order to be presented here and that of Shelah’s original argument; as will be seen in §2.4,
the partial order of [19] does not enjoy the Sacks Property.

Lemma 2.3. Suppose that

• τ ∈ P(I)
• N ∈ ω
• range(dτ ) ∩N = A
• D ⊆ P(I) is a dense set.

Then there are σ ≤A τ and W ⊆ D and g⃗ : d−1
σ {N} → 2N such that:

• |W | ≤ 2|A|max(A)

• σ[⃗g] ≤ τ
• W is predense below σ[⃗g].
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Proof. Let a = A \ {0} and let {gk}k∈M enumerate
∏

j∈a 2
j and observe that M ≤

2|A|max(A). Now construct inductively conditions σk for k ≤M such that

• σ0 = τ
• σk+1 ≤a σk
• σk+1 [gk] ∈ D.

To complete the inductive argument suppose that σk has been found. Then σk[gk] ≤ σk
by Lemma 2.2 and so it is possible to find σ̄ ≤ σk[gk] such that σ̄ ∈ D. Then let σk+1 be
defined by

σk+1(n) =


σ̄(n) if dσ̄(n) /∈ a

0n ∪ σ̄(n) if dσ̄(n) ∈ a and dσk
(n) /∈ a

σk(n) if dσk
(n) ∈ a

where 0n denotes the function with domain dσ̄(n) and constant value 0. To see that
σk+1[gk] ≤ σ̄ simply note that

σk+1[gk](n) =


σ̄(n) if dσ̄(n) /∈ a

0n ∪ σ̄(n) if dσ̄(n) ∈ a and dσk
(n) /∈ a

σk(n) ∪ gk(n) = σ̄(n) if dσk
(n) ∈ a.

It follows that σk+1[gk] ∈ D.
To see that σk+1 ≤a σk it suffices to show that σk+1 ≤ σk.

dσk+1
(n) =


dσ̄(n) if dσ̄(n) /∈ a

0 if dσ̄(n) ∈ a and dσk
(n) /∈ a

dσk
(n) if dσk

(n) ∈ a.

In order to verify Condition (6) of Definition 2.1 suppose that dσk
(n) = dσk

(m) and
dσk+1

(n) ≤ i < dσk
(n). It is immediate that dσk

(n) = dσk
(m) /∈ a and therefore that

(1) dσk[gk](n) = dσk
(n) & dσk[gk](m) = dσk

(m).

Moreover, if dσ̄(n) /∈ a then

dσ̄(n) = dσk+1
(n) ≤ i < dσk

(n) = dσk[gk](n)

and it follows from the fact that σ̄ ≤ σk[gk] that

σk+1(n)(i) = σ̄(n)(i) = σ̄(m)(i) = σk+1(m)(i).

A similar argument holds if dσ̄(m) /∈ a and therefore the remaining case is that

• dσ̄(n) ∈ a
• dσ̄(m) ∈ a
• dσk

(n) = dσk
(m) /∈ a.

It follows that

• dσk+1
(n) = 0 = dσk+1

(m)
• σk+1(n) = 0n ∪ σ̄(n)
• σk+1(m) = 0m ∪ σ̄(m) .

Since Equation (1) implies that dσk[gk](n) = dσk[gk](m) and σ̄ ≤ σk[gk] it follows that
dσ̄(n) = dσ̄(m) and if dσ̄(n) ≤ i then

σk+1(n)(i) = σ̄(n)(i) = σ̄(m)(i) = σk+1(n)(i)

and so it can be assumed that dσ̄(n) > i. But then

σk+1(n)(i) = 0n(i) = 0 = 0m(i) = σk+1(m)(i)

as required.
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Let g⃗(i) = σM(i) ↾ N for each i ∈ d−1
σM

{0} \ d−1
τ {0}. Define σ by

σ(n) =

{
σM(n) ↾ [N, n) if dσM

(n) = 0 ̸= dτ (n)

σM(n) otherwise

and note that σ[⃗g] = σM ≤a τ (but it may not be the case that σ[⃗g] ≤ σ). Let W =
{σk+1[gk]}k∈M noting that |W | = M ≤ 2|A|max(A). A routine argument shows that W is
predense below σ[⃗g].
To see that σ ≤A τ first note that σ−1{N} ∈ I since I is an ideal. Since σM ≤a τ it

follows from the construction that σ−1
M {j} = τ−1{j} for j ∈ a. Furthermore, σ−1

M {0} =
τ−1{0} by construction. Hence it only needs to be checked that σ ≤ τ . To this end, note
that for n /∈ d−1

σM
{0} \ d−1

τ {0} the inclusions σ(n) = σM(n) ⊇ τ(n) hold since σM ≤ τ . If
dσM

(n) = 0 = dτ (n) the desired conclusion is immediate. If dσM
(n) = 0 and dτ (n) ̸= 0

and dτ (n) < N then it must be the case that dτ (n) ∈ a and so σM(n) = τ(n) because
σM ≤a τ . On the other hand, if dτ (n) ≥ N then σ(n) = σM(n) ↾ [N, n) ⊇ τ(n) as
required. The final point to note is that Condition (6) of Definition 2.1 follows from the
fact that σM ≤ τ . □

Lemma 2.4. If {σn}n∈ω ⊆ P(I) and
• {kn}n∈ω is a strictly increasing sequence of positive integers
• an = {kj}j∈n
• an = range(dσn) ∩ kn
• σn+1 ≤an σn for each n ∈ ω

and σ is defined by σ(m) =
⋃

n∈ω σn(m) then σ ∈ P(I) and σ ≤ σn for each n. More-
over, the conclusion holds if it is only assumed that an = range(dσn) ∩ kn \ {0} but⋃

n∈ω d
−1
σn
{0} ∈ I.

Proof. Note that if n < m then

d−1
σn+1

{kn} ∩ d−1
σm+1

{km} = d−1
σm+1

{kn} ∩ d−1
σm+1

{km} = ∅

and if j < kn then dσn(j) ∈ an. Hence {d−1
σn+1

{kn}}n∈ω is a partition of ω and therefore,
if dσ is defined by dσ(j) = kn if and only dσn+1(j) = kn then dσ is a function defined for
all j and it witnesses that Definition 2.1 is satisfied by σ. The same argument proves the
moreover clause. □

Lemma 2.5. If I is a maximal ideal and τ ∈ P(I) and Dn ⊆ P(I) are dense for n ∈ ω
then there are σ ≤ τ and g⃗j : d

−1
σ {j} → 2j and Wj such that for each j:

(1) W2j ∪W2j+1 ⊆ Dj

(2) |W2j| < 2(j−1)2j and |W2j+1| < 2j(2j−1)

(3) W2j ∪W2j+1 is predense below both σ
[⋃

i≤j g⃗2i

]
and σ

[⋃
i<j g⃗2i+1

]
and, furthermore, either σ

[⋃
i∈ω g⃗2i

]
≤ τ or σ

[⋃
i∈ω g⃗2i+1

]
≤ τ . Moreover, if M is an

elementary model of a sufficiently large fragment of set theory containing τ and I and
such that {Dn}n∈ω ⊆ M then it is possible to arrange that Wj ∈ M for each j.

Proof. It will first be shown how to construct {σn}n∈ω, g⃗j : d−1
σ {j} → 2j and Wj for each

j such that:

• σj+1 ≤j σj
• g⃗j : d−1

σj+1
{j} → 2j

• conditions (1) and (2) hold

• σ2j
[⋃

i∈j g⃗2i+1

]
≤ τ
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• σ2j+1

[⋃
i≤j g⃗2i

]
≤ τ

• W2j is predense below σ2j

[⋃
i∈j g⃗2i+1

]
• W2j+1 is predense below σ2j+1

[⋃
i≤j g⃗2i

]
.

If this can be done then let σ(n) =
⋃

j∈ω σj(n) and use Lemma 2.4 to conclude that

σ ∈ P(I) and σ ≤ τ . Then the sets d−1
σj+1

{j} are pairwise disjoint and so the maximality
of I implies that at least one of the following holds:

(1)
⋃

j∈ω d
−1
σ2j+1

{2j} ∈ I
(2)

⋃
j∈ω d

−1
σ2j+2

{2j + 1} ∈ I.
If (1) holds then σ

[⋃
i∈ω g⃗2i

]
∈ P(I) and σ

[⋃
i∈ω g⃗2i

]
≤ τ while if (2) holds then

σ
[⋃

i∈ω g⃗2i+1

]
∈ P(I) and σ

[⋃
i∈ω g⃗2i+1

]
≤ τ . Conditions (1) and (2) hold by construc-

tion. Conditions (3) holds because W2j ∪W2j+1 is predense below both σ2j

[⋃
i∈j g⃗2i+1

]
and σ2j+1

[⋃
i≤j g⃗2i

]
and

σ

[⋃
i∈ω

g⃗2i

]
≤ σ2j+1

[⋃
i≤j

g⃗2i

]
and

σ

[⋃
i∈ω

g⃗2i+1

]
≤ σ2j

[⋃
i∈j

g⃗2i+1

]
.

To carry out the induction suppose that σ2n has been constructed — to prove the
moreover clause assume that the first 2n steps of the inductive construction have been
carried out in the model M. Then use Lemma 2.3 with τ = σ2n

[⋃
i∈n g⃗2i+1

]
and N = 2n

and noting that range(dτ ) = {2i + 1}i∈n = a to find σ∗
2n+1 ≤a σ2n

[⋃
i∈n g⃗2i+1

]
and

W2n+1 ⊆ Dn and
g⃗2n : d−1

σ∗
2n+1

{2n} → 22n

satisfying the conclusion of Lemma 2.3 and note that, since Dn ∈ M, elementarity guar-
antees that W2n+1 and σ

∗
2n−1 [⃗g2n] can be chosen in M. In other words, the following three

conditions hold:

(2) |W2n+1| ≤ 2n(2n−1)

(3) W2n+1 is predense below σ∗
2n−1 [⃗g2n].

(4) W2n+1 ∈ M

with condition (4) being relevant only in the case of the moreover clause.
Then define σ2n+1 by

σ2n+1(ℓ) =

{
σ∗
2n+1(ℓ) if dσ∗

2n+1
(ℓ) ≥ 2n

σ2n(ℓ) if dσ∗
2n+1

(ℓ) < 2n.

It follows that σ2n+1 ≤2n σ2n as required. A similar argument now yields σ2n+2, W2n+2

and g⃗2n+2. □

Definition 2.4. A partial order P has the Sacks Property (see Definition 2.9A on page

291 of [18] or Definition 6.3.37 on page 303 of [1]) if whenever p ⊩P “ḟ : ω → ω”
and g : ω → ω and limn→∞ g(n) = ∞ there is q ≤ p and F ∈

∏
n[ω]

g(n) such that

q ⊩P “(∀n ∈ ω) ḟ(n) ∈ F (n)”. A partial order P has the Weak Sacks Property (see
Definition 2.12A on page 298 of [18] where it is called the Strong PP Property) if whenever
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p ⊩P “ḟ : ω → ω” and g : ω → ω and limn→∞ g(n) = ∞ there is q ≤ p and F ∈
∏

n[ω]
g(n)

and an infinite A ⊆ ω such that q ⊩P “(∀n ∈ Ǎ) ḟ(n) ∈ F (n)”.

The following theorems were proved by Shelah as part of a large collection of preserva-
tion lemmas in § 2.12A of [18].

Theorem 2.1. If Pβ is proper and has the Weak Sacks Property for each β ∈ α and Pα

is the countable support iteration of the Pβ then Pα also has the Weak Sacks Property.

Theorem 2.2. If P has the Weak Sacks Property and

1 ⊩P “Q has the Weak Sacks Property”

then P ∗Q has the Weak Sacks Property.

Corollary 2.1. If I is a maximal ideal then P(I) has the Sacks Property.

Proof. Suppose that τ ⊩P(I) “ḟ : ω → ω” and limn→∞ g(n) = ∞. Let Ln be so large that

g(ℓ) > 22n
2
for all ℓ ≥ Ln. Then let Dn be the dense set of conditions θ ∈ P(I) such that

there is hθ : [Ln, Ln+1) → 2 such that

θ ⊩P(I) “ḟ ↾ [Ln, Ln+1) = hθ”.

Let Wj, g⃗j and σ∗ be as guaranteed by Lemma 2.5 for {Dj}j∈ω and τ and suppose,
without loss of generality, that σ

[⋃
i∈ω g⃗2i

]
≤ τ . Then W2n ⊆ Dn and is predense below

σ
[⋃

i∈ω g⃗2i
]
.

Define F : ω → [ω]<ℵ0 by

F (j) = {hθ(j) | Ln ≤ j < Ln+1 & θ ∈ W2n}

and note that if Ln ≤ j < Ln+1 then

|F (j)| ≤ |W2n| ≤ 22n
2

< g(j).

Since W2n is predense below σ
[⋃

i∈ω g⃗2i
]
it follows that

σ

[⋃
i∈ω

g⃗2i

]
⊩P(I) “ḟ(j) ∈ F (j)”

if Ln ≤ j < Ln+1 and, hence, σ ⊩P(I) “(∀j) ḟ(j) ∈ F (j)”. □

Corollary 2.2. If I is a maximal ideal then P(I) is proper.

Proof. Let M be a countable elementary submodel of H(κ+) such that I ∈ M and let
τ ∈ M ∩ P(I). Let {D∗

n}n∈ω enumerate all the dense open subsets of P(I) in M and let
Dn =

⋂
j≤nD

∗
j . Then use Lemma 2.5 as in Corollary 2.1 to find σ ≤ τ such that for

infinitely many j there is a finite set Wj ⊆ Dj such that Wj is predense below σ. Using
the moreover clause of Lemma 2.5 it can be assumed that the Wj are all subsets of M
and, therefore, σ is M generic.

□

2.3. Application to nowhere dense ultrafilters. This section shows how to use the
partial orders P(I) to construct a model with no nowhere dense ultrafilters. The following
lemma is well known.

Lemma 2.6. If Z ⊆ 2ω is nowhere dense then for each k ∈ ω there is some ψ(k, Z) ∈ ω
and t : [k, ψ(k, Z)) → 2 such that if z ∈ Z then t ̸⊆ z.
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Proof. Let {sj}Mj=1 enumerate 2k and choose inductively t∗j : [k, ℓj) → 2 such that the open
neighbourhood determined by sj ∪ t∗j is disjoint from Z and t∗j ⊆ t∗j+1. Let ψ(k, Z) = ℓM
and t = t∗M . □

For the purposes of this section it would suffice to prove the following lemma only for
partial orders P satisfying the Sacks Property. However, in §3 it will be useful to have
already established the following general lemma.

Lemma 2.7. If P has the Weak Sacks Property and 1 ⊩P “Ż ⊆ 2ω is nowhere dense”
then there is p ∈ P, and an infinite X ⊆ ω such that for each n ∈ X there are N(n) and
Sn : [n,N(n)) → 2 such that p ⊩P “(∀z ∈ Ż) Sn ̸⊆ z”.

Proof. From Corollary 2.1 it follows that P is ωω-bounding and, hence, there is a function
Ψ such that

1 ⊩P “(∀n) Ψ(n) ≥ ψ(n, Ż)”.

where ψ is the function in Lemma 2.6. It is then possible to find names ṫn,i for i ∈ n such
that letting N0(n) = n and Nj+1(n) = Ψ(Nj(n))

1 ⊩P “(∀i ∈ n ∈ ω) ṫn,i : [Ni(n), Ni+1(n)) → 2 & (∀z ∈ Ż) ṫn,i ̸⊆ z”.

Use the Weak Sacks Property of P to find p ∈ P, and an infinite X ⊆ ω andWn for n ∈ X
such that |Wn| = n and p ⊩P “

⋃
i∈n ṫn,i ∈ Wn” for each n ∈ X.

Let Wn = {sj}j∈n and let Sn =
⋃

i∈n si ↾ [Ni(n), Ni+1(n)). Letting N(n) = Nn(n) for
n ∈ X it follows that Sn : [n,N(n)) → 2 satisfies the lemma. □

Definition 2.5. If G ⊆ P(I) is generic define FG : ω → 2ω by

FG(j) =

{(⋃
σ∈G σ(n)

)
(j) if j < n

0 if j ≥ n.

Theorem 2.3. If I is a maximal ideal and P(I) ∗ Q has the Weak Sacks Property then
for any (τ, p) such that

(τ, p) ⊩P(I)∗Q “Ż ⊆ 2ω is nowhere dense”

there are (σ, q) ≤ (τ, p) and U ∈ I∗ such that (σ, q) ⊩P(I)∗Q “FĠ(U) ∩ Ż = ∅”.

Proof. Since P(I) ∗Q has the Weak Sacks Property it is possible to appeal to Lemma 2.7
to find (τ ∗, q) ≤ (τ, p), an infinite X ⊆ ω and Sn : [n,N(n)) → 2 such that

(5) (τ ∗, q) ⊩P(I)∗Q “(∀z ∈ Ż)(∀x ∈ X) Sx ̸⊆ z”.

Let {xi}i∈ω enumerate X \ {0} in increasing order. Define the function e by

e(j) =

{
0 if j < N(x0)

xi if N(xi) ≤ j < N(xi+1)

noting that e(j) ≤ j. Then define σ such that σ(j) : [e(dτ∗(j)), j) → 2 by

σ(j)(ℓ) =


τ ∗(j)(ℓ) if ℓ ≥ dτ∗(j))

Sxi
(ℓ) if xi ≤ ℓ < N(xi) ≤ dτ∗(j) < N(xi+1)

0 if N(xi) ≤ ℓ < dτ∗(j)

0 if ℓ < dτ∗(j) < N(x0).

Then dσ = e◦dτ∗ and the domain of each function σ(j) is the interval [dσ(j), j) as required
to belong to P(I). Moreover, σ(j) ⊇ τ ∗(j) for each j ∈ ω. The key point to notice here is



NOWHERE DENSE ULTRAFILTERS AND SOME WEAK FORMS OF SELECTIVITY 9

that Condition (6) of Definition 2.1 is satisfied. To see this suppose that dτ∗(m) = dτ∗(n)
and e(dτ∗(m)) = i then σ(m) \ τ ∗(m) and σ(n) \ τ ∗(n) have the same domain and

S−1
xi

{1} = (σ(m) \ τ ∗(m))−1 {1} = (σ(n) \ τ ∗(n))−1 {1}.
Hence σ ≤ τ ∗.

Let U = ω \ d−1
σ (0) and note that U ∈ I∗ and

(σ, q) ⊩P(I)∗Q “(∀n ∈ U)(∃m ∈ ω) Sxm ⊆ FĠ(n)”

and hence (5) implies that (σ, q) ⊩P(I)∗Q “(∀n ∈ U) FĠ(n) /∈ Ż” as required. □

Corollary 2.3. It is consistent that there are no nowhere dense ultrafilters.

Proof. Let V be a model of set theory such that ♢ω2,ω1 holds and this is witnessed by
{Dα}α∈ω2 — in other words, Dα ⊆ α and for every X ⊆ ω2

{α ∈ ω2 | cof(α) = ω1 & X ∩ α = Dα}
is stationary. Construct a countable support iteration {Pα}α∈ω2 such that for each α ∈ ω2

if Dα is a Pα name such that 1 ⊩Pα “Dα is a maximal ideal” then Pα+1 = Pα ∗ P(Dα).
Since the iteration is proper and |Pα| = ℵ1 for each α ∈ ω2 it follows that if U̇ is a
Pω2 name for an ultrafilter then the set of α ∈ ω2 such that for any generic G ⊆ Pω2

the interpretation of Dα in V [G ∩ Pα] is equal to the interpretation of U̇∗ in V [G ∩ Pα]
contains a closed unbounded set.

Since the Sacks Property is preserved by countable support iterations (see §2.12A of
Chapter VI of [18] or Application 5 on page 351 of [10]) it follows that in the model
V [G ∩ Pα] the partial order P(Dα) ∗ Pω2/Pα+1 has the Sacks Property. By applying
Theorem 2.3 in the model V [G∩Pα] it follows that P(Dα) ∗Pω2/Pα+1 forces the existence
of a function F : ω → 2ω such that if F (U) is nowhere dense then U ∈ Dα. Hence if
1 ⊩Pω2

“U̇ is an ultrafilter” then

1 ⊩Pω2
“(∃F : ω → 2ω)(∀Z ⊆ 2ω) if Z is nowhere dense then F−1(Z) ∈ Dα ⊆ U̇∗”

and so 1 ⊩Pω2
“there are no nowhere dense ultrafilters”.

□

2.4. Comparison with Shelah’s original partial order. It has already been remarked
that the partial order of [19], which will be referred to as PShelah(I), does not enjoy the
Sacks Property. It is the goal of this section to explain this remark. A purely superficial
difference between PShelah(I) and P(I) of Definition 2.1 is that a condition σ ∈ PShelah(I)
is defined by using equivalence classes which would correspond to the fibres of the function
dσ used to define P(I). A more substantial difference is that if the definition of PShelah(I)
were to be restated using the functions dσ instead of equivalence classes, then the following
extra assumption would need to be added

(6) dσ(j) = min((d−1
σ (dσ(j))).

In [19] this extra requirement is used to establish homogeneity properties of the partial
order which are not needed for the central argument, but may be useful in other contexts.

However, this extra assumption does destroy the Sacks Property. To see this, let Ġ
be a PShelah(I)-name for the generic function obtained after forcing with PShelah(I) or, in
other words, forcing with the subset of conditions in P(I) that satisfy Equation (6). Keep
in mind that Ġ is forced to be an element of

∏
n∈ω 2

n. Letting g(n) = n it will be shown
that given any σ ∈ PShelah(I) and any function

F ∈
∏
n∈ω

[2n]n
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there is τ ≤ σ and j such that

(7) τ ⊩PShelah(I) “Ġ(j) /∈ F (j)”.

To find τ simply let j be such that j = min(d−1
σ (dσ(j))) > 1. Then |F (j)| = g(j) = j < 2j

and so there is some f ∈ 2j \ F (j). Defining τ by

τ(ℓ) =

{
σ(ℓ) if dσ(ℓ) ̸= j

f ∪ σ(ℓ) if dσ(ℓ) = j

it is easy to check that τ ≤ σ and that (7) holds.
There are several other naturally occurring forcing notions that have the Weak Sacks

Property, but not the Sacks Property. Indeed, the forcing notion which is about to be
presented in §3 is one of them. Another example occurs in §8 of [16], where Definition 8.2
defines a forcing that has the Weak Sacks Property, yet not the Sacks Property and does
not add an independent real, yet does not preserve P-points. See the remarks preceding
Lemma 8.13 of [16].

3. Variations on selectivity

3.1. Definition of (m,n)-selectivity. The following two definitions and notation were
introduced in [2] to produce some examples in the theory of topological dynamics. The
goal of this section is to modify the construction of §2 in such a way that the resulting
model contains (m,n)-selective ultrafilters, but still no nowhere dense ultrafilters. The
notion defined below is unrelated to the notion of quasi-selective ultrafilters considered in
Blass, Di Nasso, and Forti [5].

Definition 3.1. A subset A ⊆ [ω]m is defined to be thick if and only if for every n ≥ m,
there is s ∈ [ω]n such that [s]m ⊆ A. A filter will be said to be thick if each of its members
is thick.

Definition 3.2. If A ⊆ [ω]m and n ≥ m define λn−m(A) = {s ∈ [ω]n | [s]m ⊆ A}. If F is
a filter on [ω]m then λn−m(F) is defined to be the filter generated by {λn−m(A) | A ∈ F }.

Note that if A ⊆ [ω]m is thick then λn−m(A) ̸= ∅ but that, without this assumption it
can happen that λn−m(A) = ∅. Hence, the definition of λn−m(F) is only of interest for
thick filters.

Definition 3.3. A thick ultrafilter U on [ω]m is defined to be (m,n)-selective if and only
if λn−m(U) is an ultrafilter.

Observe that if k ≤ m ≤ n and U is (k, n)-selective, then any ultrafilter on [ω]m that
extends λm−k(U) will be (m,n)-selective. Observe also that selective ultrafilters, when
considered as ultrafilters on [ω]1, are (1, n)-selective for all n ≥ 1, but it is shown in
[2] that (2, 3)-selective ultrafilters may not be of the form λ2−1(U), for any selective U ,
assuming 2ℵ0 = ℵ1. However, Question 7.7 of [2] asks whether (2, 3)-selective ultrafilters
can be shown to exist without assuming any extra set theoretic axioms. Note also that by
a theorem of Kunen (see Theorem 4.5.2 of [1]) it follows that (1, 2)-selective ultrafilters
are already selective.

An attempt at providing a negative answer will, among other things, require producing
a model of set theory without selective ultrafilters. It has already been noted in §1 that
several such models are known. Among these models the one that seems to eliminate
the most ultrafilters with peculiar properties seems to the model of [19] described in §2.
Indeed, the optimist may even conjecture that the existence of a (2, 3)-selective ultrafilter
implies the existence of a nowhere dense one and, hence, there are no (2, 3)-selective
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ultrafilters if there are no nowhere dense ones. It should be noted, however, that a
result of Bartošová and Zucker from [2] shows that to prove that all (2, 3)-selectives are
nowhere dense it is necessary to assume some extra set-theoretic axioms. The following
is a corollary to the proof of Theorem 7.2 in [2].

Theorem 3.1 (Bartošová and Zucker [2]). If CH holds, then for every ultrafilter U , there
exists a (2, 3)-selective ultrafilter V such that U ≤RK V.

Theorem 3.1 has a consequence that is worth explicitly pointing out: there is no non-
trivial ideal I for which it is possible to prove in ZFC that all (2, 3)-selectives are I-
ultrafilters. In particular, (2, 3)-selectives are not provably nowhere dense.

Corollary 3.1. If CH holds and I is a non-principal ideal on the set X such that [X]ℵ0 ̸⊆
I, then there exists a (2, 3)-selective ultrafilter that is not an I-ultrafilter.

Proof. By hypothesis, there is a countably infinite set Y ⊆ X with Y /∈ I. Fix a bijection
f : ω → Y . Define F = {f−1(Y \A) : A ∈ I}. Then F is a non-principal proper filter on
ω because I is non-principal and Y /∈ I. Extend F to an ultrafilter U and apply Theorem
3.1 to find a (2, 3)-selective V such that U ≤RK V , witnessed by some g : ω → ω. Then
f ◦ g : ω → X witnesses that V is not an I-ultrafilter. □

Obviously, Theorem 3.1 and its Corollary 3.1 are silent on the possibility that nowhere
dense ultrafilters, or even P-points, might exist whenever (2, 3)-selective ultrafilters do. It
is the purpose of this section to show that the existence of (2, 3)-selectives does not imply
the existence of a nowhere dense ultrafilter and that, even more, there is good reason to
believe that the model of [19] contains (2, 3)-selectives.

This statement requires some explanation. As has been seen in §2, the model of [19]
is a countable support iteration of partial orders designed to introduce functions that
will prevent any ultrafilter from becoming nowhere dense. The partial orders consist
of sequences of sets from the dual ideal with some additional structure. Each of the
iterands is proper, ωω-bounding and has the Sacks Property. While it will not be shown
in this note that there are (2,3)-selectives in this specific model, it will be shown that
it is possible to interleave the iteration with partial orders that are proper, ωω-bounding
and have the Weak Sacks Property in such a way that the resulting model does have a
(2,3)-selective ultrafilter. Indeed, it will be shown that there is an ultrafilter on [ω]2 that
is a (2, d)-selective ultrafilter for all d ≥ 2 simultaneously. It is easy to see that if U
is a (2,m)-selective ultrafilter for each 2 ≤ m ≤ d, then λm−2(U) is an (m, d)-selective
ultrafilter. Note that this is as strong a version of selectivity as one might expect in a
model with no nowhere dense ultrafilters because a (1, 2)-selective ultrafilter is a selective
ultrafilter.

Definition 3.4. A thick ultrafilter on [ω]2 that is a (2, d)-selective ultrafilter for all d ≥ 2
simultaneously will be called a (2,ℵ0)-selective ultrafilter.

3.2. A general partial order. The modification of the model of [19] will require con-
structing a (2,ℵ0)-selective ultrafilter by an iteration of length ω2. At each stage of
the construction a thick set Y ⊆ [ω]2 will be added so that for a given partition of
[ω]d = A0 ∪ A1 either λd−2(Y ) ⊆ A0 or λd−2(Y ) ⊆ A1. The partial orders for doing this
will be special instances of a more general partial order described in this subsection.

Theorem 3.1 (Jalali-Naini, Talagrand [20, 11]). An ideal I on ω is non-meagre if and
only if for every increasing sequence of integers {ni}i∈ω there is an infinite X ⊆ ω such
that

⋃
i∈x[ni, ni+1) ∈ I.
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Corollary 3.2. If I is a non-meagre ideal on ω and P is an ωω bounding partial order
then 1 ⊩P “I generates a non-meagre ideal”.

Definition 3.5. Given a filter F on a countable set Z say that Player 1 has a winning
strategy in the game ⅁(F) if there is a tree Σ ⊆

(
[Z]<ℵ0

)<ω
such that

• for each σ ∈ Σ there is Aσ ∈ F such that [Aσ]
<ℵ0 ⊆ successorΣ(σ)

•
⋃

n∈ω (
⋃
B) (n) /∈ F for every branch B ⊆ Σ.

And, of course, if it fails to be the case that Player 1 has a winning strategy in the game
⅁(F) then it will be said that Player 1 has no winning strategy in the game ⅁(F).

Lemma 3.1. If F is a non-meagre, P-filter then Player 1 has no winning strategy in the
game ⅁(F).

Proof. Use Theorem 3.1 and the standard proof of the game characterization of P-points
as, for example, in Theorem 4.4.4 of [1]. □

Definition 3.6. If V is a filter on ω and T ⊆ Z<ω is a tree define P(V ,T) to consist of
trees T ⊆ T such that

{n ∈ ω | (∀t ∈ T ) if |t| = n then successorT (t) = successorT(t)} ∈ V

where successorT (t) = {x | t⌢x ∈ T }. The ordering on P(V , P ) is ⊆.

Notation 3.1. For a tree T and k ∈ ω let T ↾ k = {t ∈ T | |t| = k} and for t ∈ T let
T ⟨t⟩ = {s ∈ T | s ⊆ t or t ⊆ s}.

Lemma 3.2. Suppose that V is a non-meagre P-filter on ω and T ⊆ Z<ω is a tree with
no terminal nodes. Then P(V ,T) of Definition 3.6 is proper and has the Weak Sacks
Property.

Proof. The first step in showing that P(V ,T) is proper and has the Weak Sacks Property
is to establish the following:

Claim. Suppose that T ∈ P(V ,T), M is a countable, elementary submodel of H(κ+) for
some uncountable κ and that {Dn}n∈ω is an enumeration some dense subsets of P(V ,T)∩
M. Then there is T ∗ ⊆ T such that there are infinitely many n ∈ ω for which there is a
family {T̄t}t∈T ∗↾n such that for all t ∈ T ∗ ↾ n:

• T̄t ∈ Dn ∩M
• T̄t ⊆ T ⟨t⟩

and T ∗ ⊆
⋃

t∈T ∗↾n T̄t.

Proof. It is routine to construct a tree Σ ⊆
(
[Z]<ℵ0

)<ω
such that for each σ ∈ Σ there are

Aσ ∈ V ∩M and Tσ ∈ P(V ,T) ∩M such that:

(1) T∅ = T
(2) successorΣ(σ) = [Aσ]

<ℵ0

(3) Aσ witnesses that Tσ ∈ P(V ,T)
(4) if kσ = max (

⋃
range(σ)) + 1 and σ ⊆ τ ∈ Σ then Tτ ↾ kσ = Tσ ↾ kσ

(5) if m ∈
⋃

range(σ) then successorTσ(t) = successorT(t) for each t ∈ Tσ ↾ m
(6) kσ ∩ Aσ = ∅
(7) Tσ⌢a⟨t⌢s⟩ ∈ Dkσ for each a ∈ successorΣ(σ) and t ∈ Tσ ↾ kσ and

s ∈ successor
Tσ

(t) = successor
T

(t).
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Given σ ∈ Σ for which Tσ and Aσ have already been constructed let a ∈ [Aσ]
<ℵ0 and

note that kσ⌢a = max(a) + 1. Since Tσ ∈ M it must also be the case that Tσ⟨t⟩ ∈ M for
each t ∈ Tσ ↾ kσ⌢a. Therefore it is possible to find T̄t ⊆ Tσ⟨t⟩ such that T̄t ∈ Dkσ ∩M.
Letting Tσ⌢a =

⋃
t∈Tσ↾kσ⌢a

T̄t it is immediate that Tσ⌢a ∈ M. Let Āt ∈ V ∩ M witness

that T̄t ∈ P(V ,T) and define

Akσ⌢a =
⋂

t∈Tσ↾kσ⌢a

Āt \ kσ⌢a

noting that Akσ⌢a ∈ M and that Akσ⌢a witnesses that Tσ⌢a ∈ P(V ,T). It is now a simple
matter to check that the induction hypotheses are all satisfied and that the inductive
argument can be completed.

Since Player 1 has no winning strategy in the game ⅁(V) it follows that there is a branch
B ⊆ Σ such that AB =

⋃
n∈ω (

⋃
B) (n) ∈ V . Furthermore, T ∗ =

⋃
σ∈B Tσ ↾ kσ belongs to

P(V ,T) and this is witnessed by AB. By construction, for each σ⌢a ∈ B and t ∈ T ∗ ↾ kσ
the following hold:

• T̄t = T ∗
σ⌢a⟨t⟩ ∈ Dkσ ∩M

• T̄t ⊆ T ⟨t⟩
• T ∗ ⊆

⋃
t∈T ∗↾kσ

T̄t.

Since the set {kσ}σ∈B is infinite the claim has been established. □

The properness of P(V ,T) follows immediately from the claim. Given T ∈ P(V ,T)
and an elementary submodel M such that T ∈ M let {Dn}n∈ω enumerate all the dense
subsets of P(V ,T) in M and let D∗

n =
⋂

j∈nDj. Applying the claim to T and {D∗
n}n∈ω

yields T ∗ ⊆ T that is M-generic.
To see that P(V ,T) satisfies the Weak Sack Property suppose that

T ⊩P(V,T) “ḟ : ω → ω”

and that limn→∞ g(n) = ∞. For each n ∈ ω let J(n) be so large that g(J(n)) > |T ↾ n|.
Then let Dn be the set of all T such that there is some mT so that

T ⊩P(V,T) “ḟ(J(ň)) = m̌T”.

Applying the claim yields a T ∗ ⊆ T and an infinite A ⊆ ω such that T ∗⟨t⟩ ∈ Dn for each
n ∈ A and t ∈ T ∗ ↾ n. Letting G(n) =

{
mT ∗⟨t⟩ | t ∈ T ∗ ↾ n

}
it follows that

T ∗ ⊩P(V,T) “(∀n ∈ A) ḟ(J(n)) ∈ G(n)”

and, moreover,

|G(n)| ≤ |T ∗ ↾ n| ≤ |T ↾ n| < g(J(n))

for each n ∈ A. Therefore {J(n)}n∈A witnesses that the appropriate instance of the Weak
Sack Property holds. □

It is worth remarking that if T is a tree such that limt∈T | successorT(t)| = ∞ then
P(V ,T) does not have the Sacks Property. To see this let g : ω → ω be the function
defined by

g(n) = min
t∈T↾n

|successorT(t)| − 1

and note that limn→∞ g(n) = ∞. However, if G ⊆ P(V ,T) is generic then there is no
d ∈

∏
n∈ω[ω]

g(n) such that (
⋃⋂

G) (n) ∈ d(n) for all n since given any T ∈ P(V ,T) there
is some t ∈ T such that | successorT (t)| = | successorT(t)| > g(|t|). It is then possible
to find s ∈ successorT (t) \ d(|t|) and then T ⟨t⌢s⟩ ⊩P(V,T) “ (

⋃⋂
G) (|t|) = s /∈ d(|t|)”.
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3.3. Adding a (2,ℵ0)-selective ultrafilter. This subsection will apply the partial order
of §3.2 to add a thick set Y ⊆ [ω]2 so that for a given partition of [ω]d = A0 ∪ A1 either
λd−2(Y ) ⊆ A0 or λd−2(Y ) ⊆ A1.

Notation 3.2. Given an indexed family of sets {Sx}x∈X define ⊕x∈XSx =
⋃

x∈X{x}×Sx.
In particular ⊕n∈ωn =

⋃
n∈ω{n} × n.

Definition 3.7. If d ≥ 3 and P : ⊕n∈ω[n]
d → 2 and j ∈ 2 then for A ⊆ ⊕n∈ωn define

LP,m,j(A) =
{
H ⊆ m

∣∣ {m} ×H ⊆ A & (∀s ∈ [H]d)) P (m, s) = j
}

let µP,m,j(A) = maxH∈LP,m,j(A)(|H|). Denote LP,m,j(⊕n∈ωn) by LP,m,j.

Definition 3.8. If V is a filter on ω define a filter U on ⊕n∈ωn to be V-thick if

{n ∈ ω | k ≤ | {j ∈ n | (n, j) ∈ A} |} ∈ V+

for every A ∈ U and k ∈ ω.

Notation 3.3. Let Rm(k) be the least integer such that Rm(k) → (k)m2 .

Lemma 3.3. If U is a filter on ⊕n∈ωn that is V-thick and P : ⊕n∈ω[n]
d → 2 then there

is J ∈ 2 such that

(∀A ∈ U)(∀k ∈ ω) {m ∈ ω | µP,m,J(A) ≥ k} ∈ V+

Proof. If the lemma fails then there are A ∈ U and k ∈ ω such that

Z = {m ∈ ω | µP,m,0(A) < k} ∩ {m ∈ ω | µP,m,1(A) < k} ∈ V .
However, since U is V-thick there must be some m ∈ Z such that

Rd(k) < | {ℓ ∈ m | (m, ℓ) ∈ A} |.
But then by Ramsey’s Theorem there is some j ∈ 2 and H ⊆ {ℓ ∈ m | (m, ℓ) ∈ A} such
that |H| ≥ k and P (m, s) = j for all s ∈ [H]d. Hence µP,m,j(A) ≥ |H| ≥ k contradicting
that m ∈ Z. □

Definition 3.9. If U is a filter on ⊕n∈ωn that is V-thick and P : ⊕n∈ω[n]
d → 2 then use

Lemma 3.3 to let J ∈ 2 be the least such that

(∀A ∈ U)(∀k ∈ ω) {m ∈ ω | µP,m,J(A) ≥ k} ∈ V+

and define TU ,V,P to be the tree ⋃
n∈ω

∏
m∈n

LP,m,J .

Corollary 3.3. If U is a filter on ⊕n∈ωn that is V-thick and P : ⊕n∈ω[n]
d → 2 then

G ⊆ P(V ,TU ,V,P ) is generic then {
⋃⋂

G}∪U generates a V-thick filter and P (m, s) = J

for each m ∈ ω and s ∈ [
⋂
G(m)]3.

Proof. Let U ∈ U , k ∈ ω and V ∈ V . It must be shown that

(8)
{
n ∈ ω

∣∣∣ k ≤
∣∣∣{j ∈ n

∣∣∣ (n, j) ∈ U ∩
⋃⋂

G
}∣∣∣} ∩ V ̸= ∅.

To this end suppose that T ∈ P(V ,TU ,V,P ) and this is witnessed by B ∈ V . It follows
from Definition 3.9 that

{m ∈ ω | µP,m,J(U) ≥ k} ∩ V ∩B ̸= ∅
and so there is m ∈ B ∩ V and t ∈ T ↾ m such that successorT (t) = LP,m,J . Since
µP,m,J(U) ≥ k there is some H ⊆ m such that

• |H| = k
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• P (m, s) = J for all s ∈ [H]d

• {m} ×H ⊆ U .

Then H ∈ LP,m,J and so

T ⟨t⌢H⟩ ⊩P(V,TU,V,P ) “H ⊆
{⋃⋂

G
}
”

and since {m} ×H ⊆ U it follows that m witnesses that Inequality (8) holds. □

Corollary 3.3 can now be used in conjunction with the proof of Corollary 2.3 to obtain a
model with no nowhere dense ultrafilters, but still containing a (2,ℵ0)-selective ultrafilter.

Corollary 3.4. It is consistent that there is a (2,ℵ0)-selective ultrafilter yet there are no
nowhere dense ultrafilters.

Proof. As in the proof of Corollary 2.3 let V be a model of 2ℵ0 = ℵ1 such that ♢ω2,ω1 holds
and this is witnessed by {Dα}α∈ω2 . Suppose also that V is a P-point in the ground model
V . Let W = {α ∈ ω2 | cof α ̸= ω1} and let {Ṗα}α∈W enumerate cofinally often the set{

Ṗ
∣∣∣ Q ∈ [H(ℵ2)]

ℵ1 & 1 ⊩Q “Ṗ : ⊕n∈ω[n]
d → 2”

}
.

Construct a countable support iteration {Pα}α∈ω2 and U̇α such that for each α ∈ ω2:

(1) U0 is the filter on [⊕n∈ωn]
2 generated by ⊕n∈ω[n]

2 and the co-finite subsets of
[⊕n∈ωn]

2

(2) Pα ∈ [H(ℵ2)]
ℵ1

(3) 1 ⊩Pα “U̇α is a V-thick filter on [⊕n∈ωn]
2”

(4) 1 ⊩Pα “(∀β ∈ α) U̇α ⊇ U̇β”
(5) if cof(α) = ω1 and Dα is a Pα name such that 1 ⊩Pα “Dα is a maximal ideal”

then Pα+1 = Pα ∗ P(Dα) where P(Dα) is as in Definition 2.1
(6) if cof(α) ̸= ω1 and 1 ⊩Pα “Ṗα : ⊕n∈ω[n]

dα → 2” then Pα+1 = Pα ∗ P(V ,TUα,V,Pα)
(7) if none of the preceding hold then Pα+1 = Pα.

It will first be shown by recursion on α that each Pα is proper and enjoys the Weak Sacks
Property.

If cof(α) = ω1 and Pα is proper and satisfies the Weak Sacks Property and

1 ⊩Pα “Dα is a maximal ideal on ω”

then it follows from Theorem 2.2, Corollary 2.1 and Corollary 2.2 that Pα+1 = Pα ∗P(Dα)
is proper and has the Weak Sacks Property and, of course, (2) holds. In this case let
U̇α+1 = U̇α and note that Uα+1 satisfies (3) and (4) holds.
If cof(α) ̸= ω1 and Pα is proper and satisfies the Weak Sacks Property and

1 ⊩Pα “Ṗα : ⊕n∈ω[n]
dα → 2”

then an important point to note is that Corollary 3.2 guarantees that V generates a non-
meagre filter after forcing with Pα. And the fact that Pα is proper guarantees that the
filter generated by V after forcing with Pα is a P-filter. It then follows from Lemma 3.2
that Pα+1 = Pα ∗ P(V ,TUα,V,Pα) is proper and has the Sacks Property and, as before, (2)

holds. In this case let Ġα be a name for the generic subset of P(V ,TUα,V,Pα) and let U̇α+1

be a name for the filter generated by U̇α ∪ {
⋃⋂

Ġα} and use Corollary 3.3 to conclude
that (3) holds. It is immediate that (4) also holds.

If α is a limit and Pβ and Uβ have been defined for all β ∈ α and satisfy the induction
hypothesis, let Pα be the countable support limit of the Pβ. It follows from Theorem 2.1
that Pα is proper and has the Weak Sacks Property. Since CH holds in V it also follows
that (2) holds. Since Pβ is completely embedded in Pα it is possible to consider each Uβ
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as a Pα-name and to let U̇α be the Pα-name
⋃

β∈α U̇β. It is routine to see that U̇α satisfies

(3) and (4).
The proof that forcing with Pω2 produces a model with no nowhere dense ultrafilters

is now exactly the same as the proof of Corollary 2.3. If G ⊆ Pω2 is generic let U =⋃
α∈ω2

U̇α[G]. To see that U is (2,ℵ0)-selective in the model V [G] let P̄ : [⊕n∈ωn]
d →

2. Because of (1) the filters U̇α[G] can be thought of as filters on ⊕n∈ω[n]
2 and so let

P = P̄ ↾ ⊕n∈ω[n]
d. Then since Pω2 has the ℵ2 chain condition there is some α ∈ ω2 such

that P has a Pα-name Ṗ . Let β ∈ W \ α be such that Ṗβ = Ṗ . Let Gβ be the generic
subset of P(V ,TUβ ,V,Pβ

) obtained from G. Then by construction
⋃⋂

Gβ ∈ U . Moreover,

Ṗβ[Gβ] = Ṗ [Gβ] = P and by Corollary 3.3 it follows that and P (m, s) = J for each

m ∈ ω and s ∈ [
⋂
Gβ(m)]d. In other words, λd−2(

⋃⋂
Gβ) ∈ λd−2(U) and λd−2(

⋃⋂
Gβ)

is homogeneous for P and, hence, also for P̄ . Since P̄ was arbitrary it follows that λd−2(U)
is an ultrafilter, as required. □

3.4. Final remarks. An obvious corollary to Corollary 3.4 is that the existence of a
(2, 3)-selective ultrafilter is quite a weak hypothesis since even the stronger hypothesis of
the existence of a (2,ℵ0)-selective ultrafilter does not imply the existence of a nowhere
dense ultrafilter. This should be considered in the context of the results of [2] which
included examples of (2, 3)-selective ultrafilters that are not P-points. However, since these
examples were constructed using CH, they did not rule out the existence of nowhere dense
ultrafilters, indeed, not even the existence of P-points. It may therefore be worthwhile
repeating the following question originally raised in [2].

Question 3.1. Is it consistent that there are no (2, 3)-selective ultrafilters?

Probably not much easier is the following question.

Question 3.2. Is it consistent that there are no (2,ℵ0)-selective ultrafilters?

Of technical interest is the observation the (2,ℵ0)-selective ultrafilter constructed in
Corollary 3.4 has the additional property that is contains a set of the form {[x]2 | x ∈ X }
where X is an infinite family of pairwise disjoint finite sets. This raises the following
question, which may be easier than either Question 3.1 or Question 3.2.

Question 3.3. Let J be the ideal on [ω]2 generated by sets of the form {[x]2 | x ∈ X }
where X is a family of pairwise disjoint finite sets. Is it consistent that J ⊆ U∗ for every
(2,ℵ0)-selective ultrafilter U on [ω]2? In other words, is it consistent that there are no
(2,ℵ0)-selective ultrafilters of the type constructed in Corollary 3.4?

It needs to be emphasized that the results presented here have not ruled out the pos-
sibility that Shelah’s model of [19], or one of its variations, might answer Question 3.1
in the positive. What has been shown is only that any argument establishing this will
be quite delicate because it will have to eliminate the possibility of interleaving partial
orders with very similar properties into the iteration as is done in §3.3.
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